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Abstract

Wear is defined as “the removal of material volume through some mechanical 

process between two surfaces”.  There are many mechanical situations that can induce 

wear and each can involve many wear mechanisms.  This research focuses on the 

mechanical wear due to dry sliding between two surfaces.

Currently there is a need to identify and compare materials that would endure 

sliding wear under severe conditions such as high velocities.

The high costs associated with the field experimentation of systems subject to 

high-speed sliding, has prevented the collection of the necessary data required to fully 

characterize this phenomena.  Simulating wear through Finite Elements (FE) would 

enable its prediction under different scenarios and would reduce experimentation costs.

In the aerospace, automotive and weapon industries such a model can aid in 

material selection, design and/or testing of systems subjected to wear in bearings, gears, 

brakes, gun barrels, slippers, locomotive wheels, or even rocket test tracks.

The 3D wear model presented in this dissertation allows one to reasonably predict 

high-speed sliding mechanical wear between two materials.  The model predictions are

reasonable, when compared against those measured on a sled slipper traveling over the 

Holloman High Speed Tests Track.  This slipper traveled a distance of 5,816 meters in 

8.14 seconds and reached a maximum velocity of 1,530 m/s.

AFIT-ENY-DS-13-D-06
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I. Introduction

1.1 Problem Statement

Currently there is a need to identify and compare materials that will endure 

sliding wear under severe conditions such as high velocities.

The high costs associated with the field experimentation of systems subject to 

high-speed sliding, has prevented the collection of the necessary data required to fully 

characterize this phenomenon.  Simulating wear through a Finite Elements (FE) model 

will enable its prediction under different scenarios and will reduce the experimentation

required.

During the last few years, the Air Force Institute of Technology (AFIT) has 

studied the high-speed sliding wear phenomenon.  AFIT students have developed several 

two-dimensional (2D) FE models that have aided to better understand the factors 

influencing sliding wear and have been able to simulate wear, with a certain degree of 

accuracy.  These AFIT studies suggested that the wear environment is truly three-

dimensional (3D) and concluded that sliding wear can be simulated by modeling micro 

asperity collisions.

The 3D wear model presented in this dissertation was developed in an effort to 

build upon the lessons learned from these former AFIT studies.  The model simulates in a 

3D manner the asperity collisions occurring at the contact points, between the two 

apparently flat sliding surfaces.  This model incorporates algorithms to account for the 

effects of pressure, velocity, temperature, viscoplasticity, fracture, friction, shock waves, 

etc.  The simulated wear due to single asperity collisions is then extrapolated to predict

the total wear, based on the statistical distribution of the asperities on the materials.

In the aerospace, automotive and weapon industries such a model can aid in 

material selection, design and/or testing of systems subjected to wear in bearings, gears,

brakes, gun barrels, slippers, locomotive wheels and rails, or even rocket test tracks.

3D FINITE ELEMENT MODELING OF SLIDING WEAR
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1.2 Research Objectives

The primary objective of this research is to develop a 3D FE model to reasonably 

simulate high-speed mechanical sliding wear.

The secondary objective of this research is to compare the model results against 

the wear measured on a slipper recovered from a rocket test mission executed at the 

Holloman High Speed Test Track (HHSTT) on January 2008.

1.3 Research Methodology

Although to the naked eye many machined surfaces appear smooth, when one 

zooms into the contact edges between these apparently smooth surfaces, one can see their 

micro-level characteristics.  These surfaces are in fact rough; they are formed by many 

peaks and valleys.   At the micro-level one can also observe that these surfaces contact 

each other only at specific peak points, generally called asperities.  Thereafter, if these 

surfaces slide over each other, they will collide at many of these asperity contact points.

This model was developed assuming sliding wear can be represented by modeling 

these asperity collisions.  The simulated collisions attempt to replicate the physical

interactions occurring at the contact points between the two sliding surfaces. This 3D

wear model incorporates the appropriate algorithms to account for the effects of pressure, 

velocity, temperature, viscoplasticity, fracture, shock waves, friction, etc.

The model was developed with Abaqus [31], a commercially available FE 

software package.  It incorporates the Johnson-Cook’s viscoplastic and dynamic failure 

algorithms, Coulomb’s friction equation, and the Mie-Gruneisen Equation of State.  It 

simulates the high-speed wear phenomenon assuming an adiabatic process were the

temperature rises due to plastic deformation.

1.4 Research Scope

Wear is a complex phenomenon that under any given situation may involve many 

mechanisms; therefore, to understand it and be able to model it appropriately, it is 

necessary to isolate the situation to be modeled. In order to understand the effects of 
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each mechanism and its interdependencies, one must limit the mechanisms involved in 

each model, before coupling together.

This research was limited to study only the mechanical wear due to high speed 

sliding.  Since the model focuses on the micro-level wear, situations involving 

lubrications or coatings were not considered because they significantly alter the micro 

level surface interactions. AFIT is currently pursuing in parallel to this study 

investigations to assess the thermal wear and the wear due to the ploughing mechanism. 

1.5 Dissertation Overview

This dissertation is divided into nine chapters:

Chapter I:  States this research problem, objective and methodology

Chapter II:  Provides the literature review, presenting summaries of the most

relevant writings related to this research, organized in chronological order and 

highlighting their key concepts.

Chapter III: Presents an overview of the finite element model.

Chapter IV: Provides an overview of the Holloman High Speed Tests Track and 

of the wear analysis conducted on a slipper recovered from a mission executed at 

it on January 2008.

Chapter V: Provides the model results under different initial conditions and 

compares these results against those measured on the recovered HHSTT slipper.

Chapter VI:  Summarizes this research and provides its conclusions, significant 

contributions and recommendations.

Appendix A: Presents pictures of the Abaqus simulated wear patterns, carried 

out with different initial conditions. It includes the calculations to obtain the 

normalized wear rates

Appendix B: Provides an example of the Abaqus report used to estimate the 

single asperity sliding wear
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Appendix C:   Explains the theoretical background necessary to understand the 

concepts and algorithms employed in the model.

Appendix D:  Presents the experimentation required to obtain the parameters 

and/or tables required for each of the model algorithms.
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II. Literature Review

2.1 Purpose

Many models to predict wear, viscoplastic material behavior, and/or failure 

mechanisms have been developed on the last few decades.  The main purpose of this 

literature review was to search for studies related to high-speed sliding wear.  Moreover, 

to examine the compilation of journal articles, thesis, dissertations and reports available 

in the AFIT’s Hypervelocity Center database.  The objective was to build the model 

based on the lessons learned from previous AFIT studies. This dissertation highlights the 

key concepts of the studies considered most relevant to this research.

2.2 Previous Research

2.2.1 Wear Classifications

There are many different definitions of wear.  The American Society for Testing 

and Materials (ASTM) defines wear as “damage to a solid surface, generally involving 

progressive loss of material, due to relative motion between that surface and a contacting 

substance or substances” [6].

Bayer mentions on reference [8] that “Wear is a system property, not a material 

property. Materials can wear by a variety of mechanisms and combinations of 

mechanisms, depending on the tribo-system in which it is used. Wear behavior is 

frequently nonlinear. Transitions can occur in wear behavior as a function of a wide 

variety of parameters.” Bayer [10] also defines three ways to classify wear:

By the appearance of wear. The surface may be described as scratched, polished, 

pitted, etc. 

By the physical mechanism leading to surface damage. Some of these 

mechanisms include adhesion, abrasion, melting, fatigue and oxidation. 

By the situation of the event. Some of these situations include dry sliding wear, 

lubricated wear, rolling wear, and impact wear.
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Kato [55] classifies the wear mechanisms as mechanical, chemical, and thermal.

Each of them defined by the ASTM as follow:

Mechanical wear: removal of material due to mechanical processes under 

conditions of sliding, rolling, or repeated impacts; includes adhesive wear, abrasive wear, 

and fatigue wear; but not corrosive wear and thermal wear.

Chemical wear: A wear process in which chemical or electrochemical reaction 

with the environment predominates.  Corrosive and oxidative wear are chemical

mechanisms.

Thermal wear: Removal of material due to softening, melting, or evaporation

during sliding, rolling, or impact.

This research investigates only the mechanical sliding wear situation.  Moreover, 

since the situations of interest for this research will unlikely involve much fatigue wear, 

the research focuses only on the abrasive mechanism. In addition, it only focuses on the 

dry sliding wear. Coatings significantly change the micro-level interactions between two

surfaces, therefore, scenarios involving coatings may require, in addition to the 

characterization of the surface, the empirical data to characterize the coating behavior

throughout the sliding scenario.

The two types of mechanical sliding wear to be considered in this research, 

adhesive and abrasive, are defined by the ASTM [6] as:

Abrasive Wear. Abrasive wear occurs when asperities along the interface of the 

sliding bodies collide. The tangential force causes plastic deformation and eventually 

removes the asperity [6]. It can involve ploughing, cutting or fragmenting. Figure II-1

depicts this mechanism and the metallographic pictures presented in Figure II-2 show 

typical examples of how this abrasive wear looks at the micro-level.
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Figure II-1 Abrasive Wear Mechanism [10]

Figure II-2 Abrasive, Ploughing, Cutting, and Fragmentation Wear [106]

Adhesive Wear. Adhesive wear occurs when two surfaces contact at an asperity 

contact point and bond together. As the sliding motion continues, asperities from the 

softer material will shear off and adhere to the harder material. The adhered fragments 

later break free forming worn material.  Figure II-3 depicts this mechanism.  A typical 

adhesive wear case is presented in Figure II-4 and on it one can easily see the trace 

characteristic of this wear mechanism. Sometimes in the literature adhesive wear is used 

as a synonym for dry un-lubricated sliding wear.

Figure II-3 Adhesive Wear Mechanism [10]
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Figure II-4 Typical Adhesive Wear Trace [106]

The following models presented in chorological order, help one understand the 

key features to consider and the appropriate algorithms to incorporate into the 3D FE 

model.

2.2.2 J. F. Archard and W. Hirst’s Model

In 1956, Archard and Hirst [4] experimented with a pin on disk system to study 

the wear of metals under dry conditions. They employed a low speed rotating disk with a 

pin over its surface; the setup is depicted in Figure II-5.  They researched the wear effects 

due to a load applied to the pin at low velocities. These researchers were able to relate 

wear rates to normal loads and material hardness.

Archard and Hirst observed that the wear rates depended initially on time, but 

after an initial “running in” period they became practically constant. The constant wear 

rates begin when the sliding surfaces reach interface equilibrium, in other words when the 

surface layers become stable. They also observed that the wear rates are independent of 

the apparent area of contact.
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Figure II-5 Pin on Disk Schematic [4]

Archard and Hirst’s model results are reasonable for low velocity experiments

and many other researchers followed these pin and disk type of experiments.

The theoretical background regarding this model is presented in Appendix C of

this dissertation.

2.2.3 M.S. El-Tobgy Model

In 2005, M. S. El-Tobgy [34] presented an Abaqus 3D FE model to simulate the 

erosion process for a Ti-6Al-4V alloy.  The model used the Johnson-Cook viscoplastic 

criterion to simulate the non-linear effects of strain hardening, strain rate and 

temperature.  It also incorporated the Johnson-Cook dynamic failure criterion. 

This model considered the impact of multiple particles.  El-Tobgy et al concluded 

that the erosion rate stabilized only after the effect of three or more particles. Figure II-6

shows the simulated effect of erosion by multiple particles [34].
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Figure II-6 Multiple Particles Damage [34]

Figure II-6 (a) shows the model erosion prediction due the impact of one particle, 

(b) shows the predicted erosion due to the sequential impact of two particles, and (c) 

shows the simulated erosion after the collision of three particles.  This FE model offered 

the advantage of modeling the residual stresses generated during the erosion process, 

which were found to follow a profile similar to that observed in a shot peening process.  

The model allowed one to study the effects of the particles size, velocity and impact 

angle.  The predicted results are in agreement with the results obtained experimentally

and are documented in reference [34]

It is important to note that in an erosion scenario, the colliding particles have a 

very small mass and their momentum decreases rapidly before causing too much damage,

therefore the cumulative damage from sequential collisions is relevant. In contrast, on a 

high-speed sliding wear scenario, the asperities are attached to the surfaces, and therefore 

they don’t lose their momentum as easily causing a greater damage than that of a particle 

traveling on a fluid of similar characteristics.

2.2.4 A. J. Chmeil's Model

In 2008, Chmeil [23] investigated the feasibility to predict slipper wear using 

finite element analysis. He investigated two methods: a macro-scale incremental method

that used Archard’s wear equations, and a micro-scale material property method that used 
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a failure criterion to determine wear. The study focused on lower velocities in order to 

compare the results with those found in the literature available at that time. Chmeil had 

many numerical problems with the macro level method and concluded that the micro-

level material property method was the most feasible solution. Chmeil's FE micro model 

is presented in Figure II-7 [23].

Figure II-7 Chmeil’s FE Model [23]

2.2.5 C. Burton’s Model

In 2009, C. Burton [20] investigated the surface roughness of both the VascoMax 

300 and the AISI-1080 steel material samples. He measured their surface roughness with 

an optical profilometer.  After determining the surface height profile, he filtered it to 

remove sharp edges and sudden changes in profile, which can lead to singularities in a FE 

model.

He used this model to study the effect of mesh refinement on the coefficient of 

friction, μ, between the two sliding bodies. His model is presented in the Figure II-8.
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Figure II-8 Burton’s FE Model [20]

In Chad A. Burton and Robert A. Brockman article “Frictional Interactions in 

High-speed Sliding Contact” they state that: “friction coefficient is an empirical 

parameter that accounts for sources of resistance to relative motion on a scale smaller 

than that represented explicitly in one’s model …”.  They suggested that all the frictional 

resistance arising from surface waviness, asperities, and smaller micro-structural features 

must be bundled into a specified value of μ. If the model has details about surface 

waviness or asperities, then the appropriate value of the friction coefficient must change: 

the features represented explicitly in the model, produce additional frictional resistance 

that was previously accounted by the value of μ at the higher level. They conclude that

the value of μ does not disappear, since smaller-scale features will still contribute to 

sliding friction but will not be manifested in the model physics automatically [20]..

Burton and Brockman concluded that if one doesn’t incorporate the key features 

of the surfaces irregularities into the model, then both, the model’s coefficient of friction 

and the effective coefficient of friction for the macroscopic forces could be considered as

the same [20].

Burton’s observations aided to understand that the appropriate friction coefficient 

for a micro-level model should be based on the smaller micro-structural features, not on 

experiments that provide the frictional coefficient of a macro system due to the surfaces

waviness [20].
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2.2.6 C. S. Hale Sub-Model

In 2009, C. Hale [38] developed a micro-scale 2D FE Abaqus model to evaluate

mechanical wear rates.  This model is depicted in Figure II-9.  Hale’s model attempted to 

replicate a HHSTT test mission executed in January 2008. He used a plane strain 

approach to simulate a VascoMax 300 test slipper sliding over an AISI-1080 steel rail 

with a semicircular asperity with a radius of 6 m. The damage criterion used by Hale 

was based on the maximum Von Mises stress.  He employed two different techniques to 

determine this stress: 1) Using the Johnson-Cook plasticity equation for given strain 

rates, and 2) Using a tensile analysis in ABAQUS. Once the maximum Von Mises

stresses were calculated in the slipper, the results were transferred to a Matlab code to 

determine the damage area.

Figure II-9 Hale’s FE Sub-Model [38]

Since his model was two dimensional, Hale ran the plane strain simulation against 

6 m, 4 m and 2 m semi-circular asperities, and then integrated the results to 

approximate them to those of a 3D semi-spherical surface asperity. By observing the 

integration results, he found that the variation of the value obtained from these 

integrations was negligible; the average integration value was practically 8.3.  Hale called 

this value the spherical coefficient factor and used it to convert the rest of the plane strain 

wear rates to 3D.  Figure II-10 illustrates how the plane strain results were related to the 
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3-dimensional analysis by integrating the results of plane strain simulation against 6 m,

4 m and 2 m semi-circular asperities.

Figure II-10 Plane Strain Simulation [38]

In order to obtain his single asperity wear rates, he thereafter divided the

simulated 3D single asperity damage by the distance assumed to impose this damage.  

The distance was assumed to be 110% the asperity radius, or 6.6 micro meters.

Since, in a typical sliding wear scenario the slipper slides across numerous 

asperities, in order to account for multiple asperity collisions, Hale developed a scaling 

factor to extrapolate the results of a single asperity damage to approximate the damage of 

many.  This scaling factor was determined by calibrating the predicted single asperity 

wear rate at 10m/s with the wear rate calculated with Archard’s model [38]. The value 

of this dimensionless N factor was 11.77.

To calculate the cumulative total wear, Hale then multiplied the wear rates 

obtained using the above mentioned methodology by the distance slid at each velocity 

range and then these results were added.

In order to take into consideration the actual bouncing of the slipper, the total 

wear was multiplied by the cumulative percentage of distance in contact between the 

slipper and rail during the entire test run. The cumulative percent of distance in contact 

employed was obtained from the DADS data (defined in section 4.5) of a similar mission.  

This value was 30.63 percent.
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The wear measured from the slipper, recovered from the January 2008 HHST 

mission, was 10516 mm3. Combining the mechanical wear approximated using Hale’s 

model with the melting wear considered also in his research.  Hale’s total predicted wear 

was 3760 mm3, approximately 35.7% of the measured wear [38]. 

Some of Hale’s [38] important contributions to this study include his observation 

that wear can be reasonable modeled at the micro-mechanical level, and that the wear rate 

from a mechanical point of view is not history oriented. In other words, the mechanical 

wear at any given time is independent of the material already worn.

2.2.7 J. Dean et al Model

In 2009, Dean [32] presented a research concerned with energy absorption in thin 

steel plates during perforations by spherical projectiles of hardened steel.  The impact 

velocities of these projectiles varied between 200 and 600 m/s.  Dean measured the 

absorbed energy and projectile velocities. Their simulations accurately predicted their 

experiments.  The model well captured the failure transitions well, as the projectile 

velocity increased, as shown in Figure II-11. This model was considered important for 

this study because it successfully simulates a high strain-rate scenario using a Lagrangian 

FE package with many of the same algorithms chosen for the 3D wear model.  Both 

models are built with the Abaqus/Explicit package using the Johnson and Cook plasticity 

and failure criterions.



16

Figure II-11 Projectile Penetration Prediction (left) and Observed (right) [32].

2.2.8 C.Z. Duan et al Model

In 2009, C.Z. Duan and others [33] developed a model to simulate the high speed 

machining of steel.  They observed and measured the serrated chip morphology and the 

cutting force in their experiments. Figure II-12 shows a schematic of the comparison 

between experimental and simulated serrate chip morphology.  During the experiments,

the Adiabatic Shear Bands (ASB) were clearly observed inside the serrated chips, as seen 

on the picture bellow.  An adiabatic shear band is one of the many mechanisms of failure 

that occur in metals deformed at a high strain rate in processes, this band appear because 

the heat produced due to the plastic deformation is retained in the zone where it is 

created. Duan mentions that this indicates that the main reason to generate serrated chip 

is the occurrence of an adiabatic shear instability.

The investigation concluded that the simulations were consistent with the 

experiments and also that the Abaqus model could accurately predict the chip 

morphology and the cutting force during the high speed machining of AISI 1045 

hardened steel. This successful 2D model was built with the Abaqus/Explicit package 

using the Johnson and Cook plasticity and failure criterions.
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Figure II-12 Serrate Chip Morphology Comparison [74]

2.2.9 S. P. Meador’s Model

In 2010, S. P. Meador investigated the wear phenomenon using a hydrocode [74].

Meador developed a model focused on estimating the wear of a slipper recovered from a

Holloman High Speed Test Track (HHSTT) mission executed in January 2008.  This 

investigation was done as part of his master’s degree investigation at AFIT. Meador used 

as his failure criterion the maximum Von Mises stress calculated via the Johnson Cook 

plasticity equation.  Meador predicted the wear of a slipper traveling up to a maximum 

velocity of 3,000 m/s. He used a two dimensional plane strain model to evaluate the 

materials failure due to the collision with a single asperity.

Meador teaming up with Palazotto [74] used an Eulerian-Lagrangian hydrocode 

called CTH, developed by Sandia National Laboratory. This hydrocode was previously 

used by Cameron, Cinnamon, Laird and Szmerekovsky for similar HHSTT hypervelocity 

studies [21, 26, 65, 100] at AFIT.

Meador simulated the wear rates at various stages of the HHSTT mission to 

predict the total wear of the slipper. The predicted total wear accounted for

approximately 46% of the total measured wear measured on the recovered slipper.

Meador and Palazotto documented these results on their article “considerations of Wear 

at High Velocities Using a Hydrocode” [74].
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2.2.10 I. Polyzois' Model

In 2010 Polyzois [89] built an Abaqus 3D FE model to simulate the tests of a

modified direct impact Split Hopkinson Pressure Bar apparatus. He simulated the high 

strain rate compression of three armor materials: Maraging steel 300, high hardness 

armor (HHA), and aluminum alloy 5083. The University of Manitoba and others tested 

these armor materials provided by the Canadian Department of National Defense.  For his 

3D model Polyzois employed both the Johnson-Cook viscoplastic and failure models. 

Figures II-13 and II-14 depict Polyzois model.

He produced a series of stress-time plots at various projectile impact moments and 

then compared the results against experimental data.  He investigated the formation of 

adiabatic shear bands caused by deformation at high strains and strain rates through 

simulations.

Figure II-13 Model of the Direct Impact Split Hopkinson Apparatus [89]
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Figure II-14 Abaqus Model of the Test Specimen [89]

Polyzois concluded that the Johnson-Cook model incorporated into Abaqus could 

accurately simulate the plastic behavior of metals, up to the point of thermal instability. 

He also stated that the model can represent large fluctuations in the dynamic stress 

response caused by possible nucleation of transformed shear bands that lead to complete 

shear failure in the specimen. His model incorporated the Johnson Cook dynamic failure 

criterion and showed that shear failure started in the center of the specimen and 

propagated outwards diagonally forming an hourglass pattern. This pattern matched the 

behavior of the experimentally tested specimens [89].

Polyzois concluded that the Abaqus Johnson-Cook model was not capable of 

showing the effects of thermal softening because the model is purely phenomenological.  

The strain, strain rate, and temperature dependencies of the flow stress are only used to 

scale the overall behavior of the metal. The models deformation, failure and fracture 

depend only on the mechanical instabilities [89].

He stated that the simulations of the impact momentums, that display shear 

failure, closely agree with the momentums contributing to the shear band formation 

observed in experimental work, for both Maraging Steel 300 and High Hardness Armor 

(HHA).  Figure II-15 displays the model results and Figure II-16 shows a micrograph of 

an impacted AISI 4340 Steel specimen [89].

His model predicted nucleation of shear failure in the center of a specimen that 

causes a drop in the maximum compressive stress. The time to reach this stress closely 

matches the experimental results for both of the metals tested.
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Figure II-15 Shear Failure Bands of an Impacted Specimen [89]

Figure II-16 Photomicrograph of an Impacted Specimen [89]

In Figures II-15 and II-16, one can see how the model failure pattern matched the 

one on the test specimen; both show the formation of adiabatic shear bands known to lead 

to complete shear failure. In this model, the mechanical maximum shear stress failure, 

nucleating from the center of the specimen, was used to indicate the time when these 

shear bands begin to form. The simulated time and compressive stress necessary to form 

adiabatic shear bands, matched closely to the experimental ones.

Polyzois successfully modeled, with Abaqus, the tests of a modified direct impact 

Split Hopkinson Pressure Bar apparatus.  This model is important to this investigation 
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because it allows to derive the J-C Plasticity and failure criteria parameters used for our 

simulations.  This Abaqus model can be used instead of the EPIC-2 model used by 

Johnson and Holmquist [89].

This model is relevant to this research since this, or a similar model, can be used 

to obtain the Johnson-Cook’s Dynamic Failure parameters.  These parameters were 

obtained by Johnson and Holmquist [89] using an EPIC-2 hydrocode to simulate the 

dimensionless pressure stress ratio as a function of the equivalent strain, in the center of a 

Split Hopkinson bar test specimen.  A summary of their experiments is presented in 

Appendix D, section 1.3. Polyzois model can be used to obtain these parameters instead 

of using EPIC-2 hydrocode.

2.2.11 D. Huber Model

In 2011, Huber [46] researched methods to predict mechanical sliding wear at 

high velocities. Focusing on the wear of test sled slippers at the HHSTT, he developed a

2D finite element model to simulate the high-speed sliding phenomenon. He used the 

same CTH Eulerian-Lagrangian hydrocode used by Laird [64], Szmerekovsky [100],

Cinnamon [25], Meador [74], and Cameron [21] for their HHSTT hypervelocity studies 

[46] at AFIT. CTH allowed him to simulate wear at velocities between 200 and 1,500

meters per second.  

To consider the pressure waves in the slipper due to the collision, Huber

employed equations to represent the onset of plasticity and elastic wave speed through a 

material under plane strain conditions. Figure II-17 shows a pressure wave generated by 

the collision of the VascoMax 300 slipper with an asperity at 1,500 m/s. One can observe 

that the pressure wave extends into both the VascoMax 300 slipper and the AISI-1080

steel rail [46].
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Figure II-17 Pressure Wave Generated by a 1,500 m/s Collision [46]

His CTH model, similar to Hale [39] model, used a plane strain analysis of a 

slipper colliding w -circular surface asperity. He used Hale’s 

spherical coefficient to convert the results into 3D and Hale’s N factor to extrapolate the 

results and obtain the effect of multiple asperities.

Huber evaluated several failure criterions to estimate damaged material from the

sliding body. He also used the Johnson and Cook viscoplastic model due its ability to 

handle high strains, strain rates, and temperatures. Huber’s model used various fracture 

criterion.  He predicted the slipper wear to be between 49.31% and 80.87% of the

experimental estimated wear measured. The estimated wear measured from the slipper 

used on the HHSTT January 2008 test mission [46], was 10,500 mm3.
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III. Finite Element Modeling

This chapter will summarize how the finite element model was developed.  It

explains the model concept and presents an overview of each one of its main features.  

The theory behind these features is presented in Appendix C and the experiments

required to obtain the input parameters is described in Appendix D.

3.1 Concept

Although to the naked eye, many machined surfaces appear smooth, when one 

zooms into the contact edges between these apparently smooth surfaces, one can see their 

micro-level characteristics.  These surfaces are in fact rough; they are formed by many 

peaks (also called asperities) and valleys.   At the micro-level, one can also observe that 

these surfaces make contact with each other only at specific contact points, generally 

involving asperities.  Thereafter, if these surface slide over each other, then their 

asperities will collide at many of these contact points.   This 3D wear model attempts to 

simulate the plastic deformation evidence observed on SEM samples, assumed to be due 

to asperities collisions, by simulating these collisions at the micron level.  It employs 

algorithms to account for the effects of viscoplasticity, fracture, friction, and surface 

roughness parameters.  The asperities average sizes and distribution used to build the 

model are based on surface roughness characterization analysis of the sliding materials. 

Figure III-1 depicts this wear model concept.
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Figure III-1 Model Concept

3.2 Finite Element Package 

The Finite Element (FE) Package selected for the simulations of this research is 

Abaqus, a general purpose package generally used to model the behavior of materials 

and/or structures..  This FE package is commercially available and counts with two 

solvers for time-dependent dynamic systems: Abaqus Standard and Explicit [31]. The

Abaqus explicit solver is extensively used because it is very good simulating dynamic 

time-dependant problems, such as blasts, impact, erosion, and other fracture related 

mechanisms.  Some of the previous models built using this package to solve similar high-

strain rate problems include those presented in references [24, 32, 33, 34, 39, 40, 56, and

89]. This explicit solver is useful for our model since it deals with a time dependent 

material behavior problem and the strain rate effects at high velocities need to be 

accounted for. An overview of the explicit time integration algorithms used for this 

model is presented in Appendix C, section 1.5.3
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3.3 Geometry and Boundary Conditions

The model is composed of two main assemblies, one sliding atop of the other one.  

In the next figure, the assembly atop, depicted in gray, is in constant motion and is called 

the sliding part (also called slipper). The assembly at the bottom, depicted on a green 

color, contains the hemispherical asperities and is encastrated at the bottom.

Figure III-2 Two Assemblies (Slipper and Rail)

These two assemblies are composed of various parts mainly for the following 

reasons:  1) To reduce the number of mesh elements and therefore the computational 

load, 2) to allow a more refined mesh near the asperity collision points, 3) to be able to 

easily change the size and number of the asperities (depending in the surface 

characteristics), and 4) to report the wear due to each individual asperity separately.  

These parts of these assemblies are assembled using a rough contact interaction 

between their contact surfaces.  This rough contact interaction prevents any sliding 

motion between the two surfaces in contact but allows the elastic slip associated with 

penalty method presented in Appendix C, section 1.7.3. These assemblies are assembled 

as follow;
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3.3.1 Encastrated Assembly (Rail)

The encastrated assembly, presented in Figure II-1, is composed of six parts as

shown in the next figure.  The largest one (bisque) is encastrated in the bottom, meaning 

that all the displacements (u1, u2, u3) and rotations (ur1, ur2, and ur3) along the three axes 

are set equal to zero. The other five parts represent the five hemispherical asperities and 

their vicinities. The asperity sizes are 1 (green), 2 (yellow), 3 (red), 4

(blue) and 5 (magenta) all selected according to Dr. Voyiadjis surface roughness 

characterization of the AISI-1080 steel presented in section 3.10.1. The encastrated 

assembly is symmetric in the X and Z axis.

Figure III-3 Bottom Assembly

The original dimensions of the model were based on the 2D dimensions of Hale’s 

[38] model and only extruded trough the Z axis to create a 3D model. The length of the 

base part is 150 , the height is 50 and the width 75 . Figure III-4 depicts these 

parts dimensions in the XY plane.
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Figure III-4 Dimensions of the Encastrated Assembly (Rail)

Figure III-5 shows the frontal damage due to an asperity colliding at 1500m/s.  

The picture above shows the frontal view of the area of the slipper damaged by the rail 

asperity.  The bottom picture shows the original asperity shape in gray, and its shape after 

the collision in yellow.  On this picture one can observe that the width of the damage due 

to an asperity collision is greater than the undeformed asperity diameter

(10 diameter edges for both, the 

rail and the slipper.
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Figure III-5 Width of the Asperity Damage

The sizes of the hemispherical asperities were selected according to Dr. Voyiadjis 

surface characterization of the AISI-1080 steel, presented in section 3.10.1.  The asperity 

parts were built with hemispherical asperities of radius

Due to the observation mentioned in the previous paragraph and attempting to 

prevent the asperity collisions from influencing the results of each other, the width of the 

parts with the asperities is about five times the radius of their respective asperity. The 

widths of the parts with the asperities atop 

3.3.2 Assembly in Motion

The assembly in motion, sliding atop the encastrated one, is programmed to begin 

the simulation with a horizontal sliding velocity and its corresponding skin-temperature 

applied to the entire assembly. It includes a downward vertical velocity component of 1 

m/s.  This vertical velocity was incorporated based on the average downward velocity of 

the bouncing slipper, as reported by DADS.  This assembly in motion is symmetric along 

the Z-axis and is composed of six parts, as shown in Figure III-6.
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Figure III-6 Part In Motion Sketch

The dimensions of the top part (gray) are:  Length 75 , height 65 and 

width.75 . All five bottom parts have a length of and a height of 10 The

widths of these parts are: (green) (turquoise) (yellow) (red),

(blue). These five parts are set to collide with the rail asperities; therefore 

their widths were selected with the intention to wrap the potential damage of their 

colliding asperity.  A lateral view of this assembly, showing the dimensions of its parts, is 

shown in Figure III-7.
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Figure III-7 Dimensions of the Assembly in Motion (Slipper)

The bottom parts have a . The fillet 

size was selected based on the average asperity size of the VascoMax300 steel. Deciding 

the frontal plane of collision was not an easy task since the slipper is bouncing, pitching,

rolling, and wearing as it slides.  Moreover, the collisions occur not only in the front of 

the slipper, but all over its bottom surface, full of micro peaks and valleys.  The fillet was 

selected larger than any of the rail asperities to prevent the asperities from colliding 

against a vertical flat surface.

3.3.3 Gap

The assembly in motion, also called slipper, travels atop of the rail.  Initially 

, as shown in Figure III-8. The model incorporates a gap 

between the two surfaces in relative motion due to the following reasons: 1) because, as 

explained in section 3.3.3, the contact between two apparently flat surfaces only occurs at 

discrete contact points, everywhere else these surfaces are separated by a gap, 2) to 

provide a physical place where the material failed elements can be assumed to go after 
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they fracture or melt; 3) to provide a model calibration device, and 4) to avoid excessive 

shear due to the proximity of the sliding assembly, e.g. without a gap, the sliding

assembly acts like a “paper cutter” mainly cutting the asperities at low velocities

Figure III-8 Model Gap

3.4 Mesh

In order to reduce the computations, the model was divided in multiple parts.  The 

parts subject to the asperity collision were simulated with a much finer mesh.  Several 

different mesh configurations were evaluated.  Initially the model had only two parts (the 

rail and the slipper) and their meshes biased the size of the elements in a way to place the 

smaller ones near the collision.  Due to the complexity of these two parts, meshing them

was not an easy task.  Since the model configuration will change depending on the 

surface roughness characteristics, an alternative approach to allow the user to easily mesh 

this adaptive model was desired. The alternative approach used to facilitate the meshing 

was to build the model using two assemblies with multiple parts.  For the parts subject to
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the asperities collisions, the approximate length of the elements is about 600 nanometers.  

The approximate length of the elements on the top of the slipper and the base of the rail 

parts is 5 . The slipper assembly is composed of 269722 elements and the rail 

assembly of 89421. Figure III-9 shows the model mesh.

The type of elements used for this model is the C3D8R.  This type is a Continuum 

3-Dimensional 8-node linear hexahedral element that uses a Reduced integration. This 

type of element was developed for 3D simulations of continuous solids.  Eight-node 

linear hexahedral element means that each element consists of 8 nodes arranged as shown

in Figure III-10 Schematic of the C3D8R Element [86].  Reduced integration was 

selected for the model instead of full one because it may increase the accuracy of the FE 

solution, since it tends to soften the stiffness of the model.  Hourglass control was 

selected to control the zero-energy modes.  Zero-energy modes are those that regardless 

of the deformation of the element, their integration points do not experience any strain.

Earlier successful FE models [32, 33, 34, 40, 56, and 89] demonstrate that this is an

appropriate type of element to be used for  high-strain rate simulations.

Figure III-9 Model Mesh
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Figure III-10 Schematic of the C3D8R Element [86]

3.5 Material Modeling

Abaqus can simulate a ductile material’s stress-strain response as the one 

illustrated in Figure III-11 Typical Uniaxial Stress-Strain .  This plot shows that the 

material response is initially linear elastic (section a-b), followed by plastic yielding with 

strain hardening and/or a thermal softening (section b-c).  The material damage initiates 

at point c and beyond it, there is a reduction of load-carrying ability until reaching rupture 

at point d.  The material fails at point d.

Figure III-11 Typical Uniaxial Stress-Strain Curve

For this model the material behavior was programmed in Abaqus in five parts, as 

follows:
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3.5.1 Elastic Response (Part I)

Hooke's law of elasticity, presented in Appendix C, section 1.4.1, is used to model 

the materials elastic behavior. The Young’s Modulus of elasticity, E, used to simulate the 

materials elastic response is presented in the next table.

Materials E
(GPa)

VascoMax 300 180.7
AISI-1080 Steel 202.8
Table III-1 Young’s Modulus

3.5.2 Plastic Response (Part II)

The Johnson-Cook plastic criterion presented in Appendix C, section 1.4.3 is used

to simulate the undamaged plastic material behavior. The parameters used in Abaqus to 

simulate the VascoMax 300 and AISI-1080 Steel are presented on Table III.1 and are 

taken from Cinnamon’s Flyer Test experiments, presented in Appendix D and 

documented in References [26, 27].

Materials A
(GPa)

B
(GPa)

C m n
(°K) (°K) (s-1 )

VascoMax 300 2.1 .124 0.03 0.8 0.3737 1685 293 1
AISI-1080 Steel 0.7 3.6 0.17 0.25 0.6 1670 293 1

Table III-2 Johnson-Cook Plasticity Model Parameters

3.5.3 Damage Initiation Criteria (Part III)

The Johnson-Cook dynamic failure criterion is used to estimate the damage 

initiation criterion.  This criterion is commonly used for problems involving high-strain-

rate deformation of metals and it is generally appropriate for truly dynamic situations 

mT 0T 0
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[30]. The criterion is presented in reference [51] and summarized in Appendix C, section 

1.4.5.

Due to the limited Johnson-Cook dynamic failure data available for the specific 

materials of this research, the parameters used were based on metals whose physical 

properties are similar to them.  For the simulation of the VascoMax 300 the parameters 

used were those of the Ti-6A1-4V alloy [31].  To simulate the AISI-1080 Steel the 

parameters of the AIS- 1045 Steel were used. Appendix D, section 1.3 summarizes how 

these parameters can be derived.

Materials Parameters of materials 
with similar properties:

VascoMax 300 Ti-6A1-4V[31] -0.09 0.27 0.48 0.014 3.87
AISI-1080 Steel AISI Steel 1045[31]. 0.7 3.6 0.17 0.25 0.6

Table III-3 Johnson-Coom Dynamic Failure Parameters

3.5.4 Damage Evolution (Part IV)

The Abaqus damage evolution criterion assumes that damage progressively 

degrades the material stiffness, leading to failure.  For this model, the equivalent plastic 

displacement necessary to fail, pfu , was introduced as an input.  The damage evolution 

was assumed to follow a linear relation between the equivalent plastic displacement, pu ,

and the damage variable, d.  Before the onset of damage, pu =0, there is no stiffness 

degradation (d=0).  After the damage initiation point, the rate of change of the equivalent 

plastic displacement is calculated as the product of characteristic length of the element by 

the equivalent plastic strain, p pu L .  At failure p pfu u and the stiffness is fully 

degraded (d=1).  The damage variable varies according to:

p p

pf pf

u L
d

u u (III-1)

where d is the rate of change of the damage variable, p is the equivalent plastic strain 

rate, L is the element characteristic length, and pfu is the plastic displacement at the 

failure point.

1d 2d 3d 4d 5d



36

For this model the projected plastic displacement at the failure point was selected 

to be 100 nanometers.  This displacement is 1/6 of the characteristic length of the 

elements near the collision.  Their length is about 600 nanometers.

After reaching the damage initiation point the stress decreases according to:

where is the flow stress, y is the JC stress due to an undamaged response, and d is 

the damage variable representing the material stiffness degradation.  

3.5.5 Failure Point (Part V)

For this Abaqus model, the elements are removed at the failure point c. Once this 

point is reached, the material stiffness is fully degraded and the element has no load 

carrying capacity.  Beyond this failure point both the deviatoric stress and the pressure 

stress of the element are set to zero for the remaining calculations. 

3.6 Mie-Gruneisen Equation of State (EOS)

The concepts related to the Mie-Gruneisen Equation of State are presented in 

Appendix C, section 1.6.  This EOS is generally used for problems involving impact at 

high velocities [31]. It is therefore used for this model dealing with velocities between 

the 0-1500 m/s range

The necessary material properties to implement this relationship in Abaqus were 

obtained from materials with similar properties, as explained in Appendix C, section 1.4.

The properties of these materials were obtained from AFIT’s CTH database and 

summarized in Table III-4.

Materials Parameters of materials 
with similar properties: (km/s)

VascoMax 300 VascoMax250[CTH] 4.605 1.456 1.65
AISI-1080 Steel CTH Iron-Alpha [CTH]. 3.980 1.580 1.6

Table III-4 Mie-Gruneisen EOS Parameters

0c s 0

(1 ) yd
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3.7 Contact Interactions

The Abaqus general contact algorithm is used in this model because it searches 

for any possible contact between faces and/or between edges, even among themselves or 

even when the original surface has evolved.  This algorithm is the most robust one for 

explicit simulations and the only one that can maintain the contact interaction when the 

surfaces are wearing out.

3.7.1 Element Removal

The general contact algorithm allowed one to select the element removal feature

for this model.  This feature removes the elements from the mesh once the material 

stiffness is fully degraded, and the element has lost all its load carrying capacity [31], as 

explained in Appendix C, section 1.4.6. One cannot specify surface-to-surface 

interactions for this model because the surface topology evolves as it wears out.

3.7.2 Penalty Method

The penalty method, presented in Appendix C, section 1.7.3, is employed to 

permit an elastic slip.  This method has received a wider acceptance than its alternative,

the Lagrange Multiplier method. The Abaqus defaults for this algorithm are used,

therefore the penalty stiffness is chosen automatically and the magnitude of the penalty 

constraint is continually adjusted to enforce this condition [31].

3.7.3 Friction

For this research, the Coulomb’s friction model, presented in Appendix C, section 

1.7.2, is used.  The friction coefficient was based on Montgomery’s muzzle wear of 

canon research [75]. Montgomery’s coefficient of friction was incorporated into Abaqus 

in a tabular form. The experimentation involved obtain this COF was presented in 

Appendix D, section 1.5.
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3.8 Dynamic Explicit Step 

This model uses an explicit time integration step (Appendix C, section 1.5.2).

This dynamic explicit step is applied with an adiabatic thermal-stress condition 

(Appendix C, section 1.3.5) which is typically used to simulate high-speed processes 

involving large amounts of inelastic strain, where the heating of the material caused due 

its deformation is an important effect. 

During this step, a velocity equal to the initial pre-defined velocity is applied to 

the assembly in motion, but now only to its top and aft surfaces.  This velocity has two 

components:  a horizontal component based on the sliding velocity and a vertical one of 1

m/s based on the DADS data.  Limiting this condition only to these surfaces maintains 

the forward and downward velocity of the entire assembly while allowing it to deform 

properly on the vicinity of the asperity collisions.  An overview of the explicit direct 

integration theory is presented in Appendix C, section 1.5.2.  The next figure shows the 

location of the velocity boundary condition applied during the time step.
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Figure III-12 Velocity Boundary Condition

3.9 Single Asperity Wear Output

This 3D FE wear model simulates the mechanical sliding wear due to a single 

asperity.  One of the investigation challenges was to decide when, during the simulation, 

to evaluate this wear.  Previous AFIT studies evaluated the wear once the slipper 

penetrated half the length of the asperity; however, these models did so mainly because 

they were built without an element removal feature (presented in section 3.5.5) and had to 

stop the simulation at a pre-decided material penetration point.  This 3D model was built 

using the Abaqus element removal feature and therefore the simulations can be ran long 

after reaching this point.  In Figure III-13 one can observe how the slipper continues to 

fracture well after reaching half the length of the asperity (left picture) or even the full 

length of the asperity (middle picture). One can observe that the curve of the single 

asperity wear against time becomes asymptotic once the asperity wears to a certain point;
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afterwards any further damage to the slipper is negligent (right picture).  Based on these 

observations, it was decided to measure the damage at this point. 

Figure III-13 Single Asperity Wear Over Time

The single asperity wear at this point is approximated by adding the original 

volume of all the elements that have failed up to this time. In Abaqus, variable STATUS,

which is only available when using the Johnson-Cook failure criterion, provides the 

status of an element: One if the element is active or zero if is not. This STATUS variable 

can be used in conjunction with the element volume variable, EVOL, to calculate the 

wear or in other words the volume of the damaged material.  Using only these two 

variables one can request Abaqus to directly report the cumulative volume of all the 

failed elements (wear).
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3.10 Model Extrapolation

3.10.1 Surface Characterization Tests

In 2005, Voyiadjis and others measured with a Scanning Electron Microscope 

(SEM) samples of the VascoMax 300 and AISI-1080 steel surfaces.  The SEM sends a

stream of light to the surface to be measured and from its reflection they create 3D 

surface profile of the material sample. Figure III-14 shows a picture of a SEM. Figure 

III-15 shows the AISI-1080 and VascoMax300 steel samples used for the SEM analysis.  

Figure III-16 and Figure III-17 show the 3D pictures of these samples [102].

Figure III-14 Scanning Electron Microscope [106]
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Figure III-15 AISI-1080 and VascoMax300 Material Samples [102]

Figure III-16 3D View of AISI 1080 Specimen [102]
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Figure III-17 3D View of VascoMax 300 Specimen [102]

The SEM measurements are sent directly to a computer. This computer, loaded 

with advanced software, allows the interpretation and visualization of the results. The

software provides 2D and 3D pictures of the measured surfaces that show graphical 

representation of their profile along any line within the scanned area [102]. On these 3D 

pictures one can appreciate how different the two steels are at the micro level, in terms of 

their amplitude parameters which can provide us statistical information about the shape 

of the height distribution histogram.  The high points on the histogram are called 

asperities or peaks, and the low points are called valleys [102].

These SEM measurements also helped to gather the statistical data to characterize

the surface roughness for both materials of interest. The average roughness difference 

between specimens of the same material was relatively small. The next two tables show 

the roughness measurements of the two steels [102].
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Table III-5 Roughness Measurements of VascoMax300 [102]

Table III-6 Roughness Measurements of AISI-1080 Steel [102]

On tables Table III-5 and Table III-6, one can see that for the VascoMax300 the 

average asperity sizes is Ra = 6.1 μm.  For the AISI-1080 Ra = 2.54 μm.  In addition, from 

the data presented on these tables one can derive the range of asperity sizes and the 

VascoMax 300 Roughness Measurements
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percentage of asperities of each size for each material.  For example for the AISI-1080

steel the average asperity sizes varied from approximately 1 μm to approximately 5 μm.

The percentage of the asperities at each average size between this range of 1-5 μm is 

presented in the next pie chart.

Figure III-18 AISI-1080 Steel Distribution of Asperities

The parameters obtained from these experiments were used in this 3D wear, first

to create a model with hemispherical asperities of different sizes based on the surface 

characterizations average size and range.  The geometry of this model is presented on 

section 3.3.  Second, the total wear of a scenario is extrapolated based on the results of 

the single asperity collisions and the distribution of asperities in the material surface.  

3.10.2 Extrapolating the Normalized Wear

To estimate the normalized wear, one can extrapolate the model’s simulated 

single asperity damage based on the surface roughness characterization analysis.  The bar 

chart presented in the Table III-6 shows the average asperity size measurements from 

these studies, these results were used to select the sizes of the model’s hemispherical 

asperities. Figure III-18 shows the statistical distribution of asperities, the percentage of 

asperities of each relevant size, ranging from 1-5 μm.
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With the surface characterization analysis data one can estimate the volumetric 

wear per unit of area at any given velocity v, VuA-v, as follow:
5

1
# %

n

uA v uA n SA n v
n

V Asp Asp V (III-2)

where #AspuA is the number of asperities per unit of area, n is the size of the asperities,

%Aspn is the percentage of asperities of size n, and VsA-n-v is the simulated volumetric

wear due to an asperity of size n at a velocity v.

The number of asperities per unit of area, AspuA, was not reported by Voyiadjis 

[102].  To overcome this issue, this value was estimated based on the number of plastic 

deformations patterns observed in a micrograph of the recovered slipper.  This 

methodology assumes that one can correlate the number of asperities per unit of area on

the rail to the plastic deformation patterns observed on the worn slipper.  These patterns 

are assumed to be inflicted by the collision of the rail asperities.

For this investigation the #AspuA was estimated based on the plastic deformation 

patterns observed in the micrograph presented in Figure III-19.  In this figure, one can 

observe three clear plastic deformation patterns (disregarding the ambiguous small 

patterns). These patterns are assumed to be created by the collisions of the larger rail 

asperities.  According to the measurements presented in Table III-6 the large asperities

are those between 3- -18 shows that the asperities around 3- account 

for 44.4% of the total number of asperities.  Based on this value, one can estimate the 

total number of asperities by dividing the number of clear deformation patterns by 44.4%.

Using the formulation presented in Appendix C, section 1.7.1, one can calculate 

the total number of asperities per unit of area as follow:

2Number of asperities (3 / 0.444)# 601 asperities/mm
0.125 0.09uAAsp

M N

where M and N are the width and length of the rectangular micrograph presented in 

Figure III-19. M= 0.125 mm and N= 0.09 mm.  
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Figure III-19 Micrograph of Worn VascoMax 300 Slipper [38]

3.10.3 Normalized Wear Rates

In Appendix C, section, 1.8.2, the wear rates are defined as the volume of material 

removed per unit of sliding distance [12].  To obtain the normalized wear rates, WuA, one 

can divide the wear per unit of area, VuA, by the unit of sliding distance, Ds. These

dimensionless wear rates are given by:

uA
uA

s

VW D (III-3)

The normalized wear rates can be directly applied to estimate the wear of systems

with an area of contact, Ac, that varies.  The area can vary due to the wear of an irregular

sliding part and/or the rotation of it.  An example of such case is the HHSTT scenario,

where a slipper sliding over a rail rotates as a function of its acceleration, continually 

varying its area of contact. This HHSTT scenario is summarized in Chapter IV.

3.10.4 Total Wear Rates

The normalized wear rates are generally a function of the sliding velocity. If the 

velocity is not constant, one can estimate the total mechanical sliding wear by:

1) Dividing the velocity profile into a number, n, of discrete velocity intervals;



48

2)  Evaluating the sliding wear at each velocity interval with equation III-4

(presented in Appendix C, section 1.8.2):

%d n uA c c sV W l w D Cont (III-4)

3) Estimating the total mechanical sliding wear with equation III-5 (presented in 

Appendix C, section 1.8.2):

1
%

n n n n

n

d uA c c s nV W l w D Cont (III-5)

where lc and wc are the slipper length and width in contact with the rail, Ds is the sliding 

distance, %Cont is the percent of time in contact, and n is velocity interval..

3.11 Model Relation to the Wear Definition

The American Society for Testing and Materials (ASTM) defines wear as the 

“damage to a solid surface, generally involving progressive loss of material, due to 

relative motion between that surface and a contacting substance or substances” [6].  This 

3D FE model attempts to incorporate each of the key words (the ones underlined) on this 

definition as follow:

Damage:  Employing the Johnson-Cook plasticity and dynamic failure criterions.

Solid surface: Developing the FE model using 3D solid continuum elements.

Progressive: Analyzing the time dependent material behavior simulated through a

dynamic explicit time step.

Loss of material:  Coupling the Johnson-Cook failure criterion with the Abaqus 

element deletion feature.  Then, estimating the wear based on the volume of the failed 

elements.

Relative motion:  Displacing one of the assemblies while keeping the other one 

encastrated during the dynamic step.

Contacting:  Incorporating the surface roughness characteristics (e.g. asperity sizes 

and gap) via the model geometry and applying the FE package general contact 

algorithm during the dynamic explicit time step.
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3.12 Chapter Summary

Chapter III presented the 3D FE sliding wear model.  This chapter presented the 

model concept and an overview of each one of its features (such as geometry, boundary 

conditions, material modeling, contact interactions, etc). The theory behind the model 

features is presented in Appendix C and the experiments required to obtain the model’s 

input parameters is described in Appendix D.

This third chapter explained the methodology to extrapolate the model’s single 

asperity damage to obtain the normalized wear rates.  This proposed methodology is 

based on the roughness characteristics of the surfaces in contact.

Chapter III also presented the approach used to estimate the total mechanical

sliding wear based on the normalized wear rates and the sliding system characteristics.

Finally, this chapter explained the relation between the ASTM definition of wear 

and the model approach to simulate it. 
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IV. Scenario to Simulate

This chapter will provide an overview of the Holloman High Speed Test Track 

(HHSTT) and a summary of the mission executed on this track on January 2008.

Appendix C, section 1.8.2, develops the formulation to calculate the total wear 

from scenarios with a wide velocity range, a variable length in contact, a variable width

in contact, variable sliding distances, and an intermittent contact. The HHSTT mission of 

interest meets all the characteristics of such scenario. The total wear for these types of 

scenarios can be estimated by dividing the velocity profile into a number, n, of discrete 

velocity ranges, evaluating then the wear rates at each discrete range, and then adding the 

results from all the discrete ranges. The formula developed in Appendix C, section 1.8.2,

to carry out these calculations is:

1
%

n n n n

n

d uA c c s nV W l w D Cont (IV-1)

where Vd is the total wear, 
nuAW are the normalized wear rates,  

ncl is the length in contact, 

ncw is the width in contact, 
nsD is the sliding distance in contact, % nCont is the percent of 

distance in contact and the suffix n denotes the discrete velocity range number.

Chapter four will explain how the test data, from the HHSTT mission, was used to 

estimate each one of the factors in this equation. This chapter presents only the necessary 

information to estimate the factors required to predict the total wear of the HHSTT 

mission of interest.  It doesn’t attempt to provide a comprehensive description of the 

mission events or a detailed account of the metallographic analysis. Hale [38] documents 

in detail the mission events and Voyiadjis [103] documents the metallographic analysis.

4.1 HHSTT Background

The Holloman High Speed Test Track is located at Holloman AFB, New Mexico. 

This test facility belongs to the Air Force Research Laboratory (AFRL) and its division is 

in charge of a variety of investigations, such as testing aircraft munitions, egress systems 

or hypersonic aerodynamic effects.  The test track provides a cheaper and more efficient 
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alternative to flight-testing.  This test facility has recorded events with speeds up to 2885 

m/s (6,453 miles per hour), and the AFRL is interested in performing tests at speeds 

surpassing 3000 m/s [38].

On this facility, sled rocket systems travel over two parallel rails made of AISI-

1080 steel, set to cover a length of about 16 kilometers (10 miles), as shown in Figure 

IV-1 [38].

4.2 HHSTT January 2008 Mission Overview

A typical sled setup to test munitions resembles a train.  The setup for the mission 

executed on January 2008 consisted of four rocket-powered sleds that ignited 

sequentially as shown in Figure IV-2.  The first two sleds, called “Pupfish pushers”, 

provided the initial thrust to the system. Both of these sleds were propelled by six 

Multiple Launch Rocket System (MLRS) rocket motors. The two forward sleds were 

propelled by Single Super Roadrunner (SRR) rocket motors.  The SSR forebody sled 

carried the payload and the test instrumentation [38].  

Figure IV-1 HHST Aerial View [38]
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Figure IV-2 January 2008 Mission Setup [38]

The rocket sleds travel along the test track attached to it by slippers that slide over 

the steel rails.  Figure IV-3 shows a picture of this HHSTT sled system [38].

Figure IV-3 HHSTT Sled System [38]

Figure IV-4 shows a close look of the slipper-rail interface [38]. In this figure one 

can observe a gap between the rail and the slipper.
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Figure IV-4 Slipper-Rail Interface [38]

Generally, the slippers are useless after each test due to their wear.  After 

executing the January 2008 mission, one of the slippers from third stage pusher was 

recovered, dissected, and submitted to several investigations.  The investigations of the 

recovered slipper included: wear volume measurements, surface characterization 

analysis, hardness testing, optical microscopy, and energy dispersive x-ray spectroscopy 

(EDS) [38].

4.3 Original Slipper Dimensions

The original slipper dimensions were not measured prior to the mission. The 

original top slipper thickness was approximated based on the technical drawings and on 

the measurements of a new slipper manufactured for Hale [38] investigations.  The 

assumed top slipper thickness was estimated to be 14.7 mm.  Based on this thickness, the 

top slipper volume was estimated to be 300,900 mm3 [38].  

4.4 Post-Mission Slipper Measurements

The thickness of the recovered slipper was measured at three locations, as shown 

in Figure IV-5.

Figure IV-5 Slipper Thickness Measurement Locations [38]

Figure IV-6 shows two plots of the slipper thickness measurements taken on the 

top of the slipper. These measurements were taken along the length of the slipper.  In the 

two plots the front of the slipper is represented with a length equal to zero and the back of 

the slipper with a length equal to twenty.  In both plots one can see that the slipper top
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exhibited more wear in the front that in the back.  The bottom plot shows the difference 

between the nominal thickness, 14.7 mm, and the thickness measured along the slipper 

centerline. The worn area for the centerline cross-section was determined to be 103.5

mm2.  This value was obtained by integrating the worn centerline thickness along the 

length of the slipper.  

Figure IV-6 Slipper Thickness Measurements Along the Centerline [38]

Figure IV-7 shows the slipper thickness measurements taken on the sides and lips

of the slipper.  These measurements were taken along the length of the slipper.  In the 

two plots the front of the slipper is represented with a length equal to zero and the back of 

the slipper with a length equal to twenty.  In the top plot one can see that the side 

measurements are almost constant.  In the bottom plot one can observe that the left side 
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lip exhibited more wear than the rigt side one.  Moreover, one can observe that the slipper 

lips showed more wear in the back than in the front.

Figure IV-7 Slipper Thickness Measurements Along the Side and Lip [38]

The total volumetric damage or wear of the slipper was determined to be 10, 520 

mm3.  It was calculated by the product of the worn thickness along the centerline cross 

section (103.5 mm2) by an assumed constant width (101.0 mm).  This total wear value 

accounted for 3.49% of the assumed original volume of 300.9 cm3 [41].

4.5 DADS Data

Due to the inability to gather high-speed sliding wear data in a controlled 

environment, such a laboratory.  This 3D wear model was compared against the data 

gathered from a munitions test mission, executed at the HHSTT back on January 2008. 
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The data gathered from the HHSTT mission was analyzed with a package called 

the Design Analysis of Dynamic Systems (DADS).  DADS compiled and filtered the 

mission raw data and provided reports that included: test time, contact forces, contact

time, displacement, velocity, and acceleration data [38].  Due to the DADS package 

maturity and proven performance, the data reported by it was considered “truth” data for 

this investigation.

Even with the data gathered by DADS, estimating the necessary parameters to 

predict the slipper wear after traveling over the HHSTT was not an easy task.  Cinnamon 

[24] states on his AFIT dissertation that   “The shoes are machined to allow a slight gap 

between their structure and the rail head. This allows the vehicle to maintain a limited 

“free-flight” condition as the vehicle accelerates down the track.  The consequence of 

this free flight condition is that the shoe can roll, pitch, or yaw with relation to the rail 

during the test and these results in intermittent contact between the shoe and the rail.”  

The rapid acceleration of the slipper, coupled with this “free-flight” condition, introduced 

the following challenges to the wear estimations:

4.6 Wide Velocity Profile

The wide velocity profile of the sled system, traveling along the HHSTT during 

the 2008 mission, is presented in Figure IV-8.  This plot is based on the DADS data.  

The slipper recovered and analyzed for this research traveled according to the 

velocity profile depicted with the blue line.  The slipper accelerated from 0- 1,530 m/s in 

about 5 seconds.  Upon reaching the third rocket stage, the forebody of the sled system 

continued according to the velocity profile plotted in red; meanwhile the pusher that was 

attached to the rail with the recovered slipper was released and began to decelerate.  It 

decelerated for 3.14 s and exited the test track at 622 m/s [38]. 
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Figure IV-8 Velocity Profile

Since Hale [38] studies concluded that the wear rates are independent of the worn 

history, then, the mission velocity profile was divided into discrete velocity segments.  

Most segments covering a range of 100 m/s, as shown in Figure IV-9. Table IV-2 lists all 

the velocity intervals. 

Figure IV-9 Mission Velocity Profile

Table IV-1 presents the DADS test and evaluation summary values for the 

January 2008 HHSTT mission  
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Stage Sled Type Slipper Material Distance (m) Time (s) Max Velocity (m/s)

1 Pupfish pusher AISI 4130 Steel 2,940 1.9 342

2 Pupfish pusher AISI 4130 Steel 4,761 3.8 731

3 SRR Pusher VascoMax 300 5,816 5.0 1530

4 SRR Forebody VascoMax 300 5,816 8.14 2256

Table IV-1 Mission Summary [38]

4.7 Sliding Distance

The sliding distance traveled at each velocity interval was estimated using the 

DADS data.  This distance was calculated as the product of the average velocity by the 

time of the interval.  The values used for these calculations are presented in Table IV-2.

Table IV-2 Intervals Sliding Distance

The model was ran at each discrete velocity.  The total wear was extrapolated 

from these simulations using among other factors these estimated sliding distances.

Velocity 
Interval

Interval Time 
(s)

Average Velocity 
(m/s)

Interval Sliding 
Distance (m)

0-50 0.3 25 7.5
50-150 0.5 100 50

150-250 0.5 200 100
250-350 0.6 300 180
350-450 0.4 400 160
450-550 0.5 500 250
550-650 0.5 600 300
650-750 0.6 700 420
750-850 0.2 800 160
850-950 0.12 900 108

950-1050 0.12 1000 120
1050-1150 0.12 1100 132

1150-1250- 0.12 1200 144
1250-1350 0.12 1300 156
1350-1450 0.12 1400 168
1450-1530 0.18 1500 270
1450-1530 0.2 1500 300
1350-1450 0.2 1400 280
1250-1350 0.2 1300 260
1150-1250 0.2 1200 240
1050-1150 0.2 1100 220

950-1050 0.3 1000 300
850-950 0.3 900 270
750-850 0.5 800 400
650-750 0.8 700 560
550-650 0.2 650 130

it ilit

it itit it
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4.8 Intermittent Contact

The rocket sleds were designed to be aerodynamic to minimize the loads and 

consequently reduce wear.  In addition, the slipper was designed to allow a gap between 

it and the rail of about 3.175 mm.  These two system design factors allowed the slipper to 

bounce as it travels.

The slipper bouncing fact can be observed in Figure IV-10, which plots the 

vertical displacement of the slipper with respect to its center of gravity, as reported by 

DADS.

Figure IV-10 Slipper Vertical Displacement [38]

The percent of time in contact can have a significant impact on the wear 

predictions, since this factor can be quite low for scenarios with intermittent contact. For

the wear estimates of the HHSTT mission of interest (presented in Chapter 4), this factor 

is very important because the slipper traveled bouncing due to the aerodynamic design of 

the sled system.  This factor was formerly assumed to be 30%.  For this investigation this 

factor was evaluated at each velocity interval, to have a more refined approximation.

DADS reported the loads on the top inner surface of the slipper (points 4 and 3 in

Figure IV-11) and at its bottom lips (points 1 and 6 in Figure IV-11).  The percent of time 

in contact was estimated, for each velocity interval, based on the percentage of time the 

loads were applied to each of these surfaces. In Figure IV-11 one can observe how the 

slipper time in contact continuously varies.  It is higher at low velocities and lower at 

high velocities. In addition, it transitions from mainly contact at the top during the

acceleration to mainly contact at the bottom during the deceleration phase. 
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Figure IV-11 Running Average of the Percent of Time in Contact

4.9 Length in Contact

For this investigation the slipper is assumed to rotate along the z-axis (pitch).

Cinnamon mentions this slipper rotation in his AFIT dissertation [27]. It is probable that

the gap that allows the slipper vertical motion, reported by DADS, also allows it to 

slightly rotate as it travels.

The assumption of the slipper pitch is supported by photographic evidence of the 

rotation of a similar slipper during a similar mission.  The photographic evidence was 

captured on several high speed image motion compensation (IMC) photographs taken 

during a mission executed on April 2003. Figure IV-12 shows two of these pictures.
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Figure IV-12 Forward Rotation of Test Slipper [47]

In both of these pictures, the forebody sled was traveling from left to right.  In 

these pictures one can clearly see the slipper rotation. In the second picture, one can also 

see what is called the “slipper fire” due to the departing wear debris.  Krupovage [57] 

mentioned this phenomenon.  There are no pictures from the January 2008 test mission 

however; it is assumed that a similar rotation occurred because both missions were 

similar on their setup and execution.

The slipper’s worn thickness measurements are believed to support this rotation 

assumption.  Figure IV-13 presents the slipper top thickness measurements along the 

length centerline of the slipper.  Note that to better appreciate the slipper rotation effects 

the units of the axis are different; the abscissa units are centimeters while the ordinate 

units are micrometers. 
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Figure IV-13 Slipper Thickness Along Centerline [38]

In Figure IV-13 one can see three distinct worn slopes on the front of the slipper 

(right side on the figure).  These three slopes can be associated with the three rocket 

acceleration stages.  The assumption is that the pitch angle of the slipper varies as a 

function of the sled acceleration; consequently the slipper will wear at an angle, as 

observed on the worn slipper measurements along the centerline.

Figure IV-14 shows a notional free body diagram of the slipper, depicting some of 

the forces acting upon it.  In this diagram, one can see how the force, F, (determined by 

the mass, m, and acceleration, a, of the syste) and the frictional forces, f1 and f2, contribute 

to the slipper clockwise rotation.  Meanwhile, the rail reaction forces R1 and R2 restrain 

this rotation.

Figure IV-14 Slipper Free Body Diagram
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During the deceleration phase of the mission, the force, F, inverts its direction.  

This change in direction is assumed to reverse the rotation of the slipper to a 

counterclockwise direction.

The slipper rotation introduces a challenge on the estimation of the system wear.  

If the slipper rotates then it doesn’t wear evenly because its length in contact varies as it 

slides along the rail.  Moreover, every time the slipper rotates its length in contact 

becomes practically a corner and as it travels the length in contact increases as the slipper

wears out. Figure IV-15 depicts this concept.

Figure IV-15 Slipper Variable Area of Contact

Figure IV-16 graphically depicts how the length in contact of the slipper is 

assumed to vary as a function of the rotation of the slipper and the distance traveled 

during the HHSTT mission of interest.

Figure IV-16 HHSTT Assumed Length in Contact Progression

For this mission the actual length in contact is an unknown variable that had to be 

estimated. To estimate the lengths in contact at the end of each acceleration stage it was 

assumed that the three slopes observed in the plot of the slipper worn thickness along its 

length (Figure IV-17) correlate to the three sled system acceleration stages. The higher 

the slipper acceleration the greater the pitch and the steeper the worn thickness slope.
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The worn length at the end of the first stage is assumed to be about 14 cm (the red line).  

The worn length at the end of the second stage is assumed to be 7 cm (the blue line).  The 

third stage maximum worn length is assumed to be 4.5 cm (the purple line). The 

maximum deceleration worn length is assumed to be 7 cm (the yellow line).

Figure IV-17 Assumed Max. Lengths in Contact for Each Stage

To estimate the length in contact at any given time, this length was assumed to 

wear linearly. The length in contact was approximated with the following equation:

0

0

n
n f

f

t tl l
t t (IV-2)

were ln and lf are the lengths at the target velocity and at the final velocity of that rocket 

stage respectively, and tn, t0 and tf are the times at the target velocity, the beginning and 

end of the rocket stage respectively.

The length in contact of the slipper really decreases non-linearly as a function of 

many factors such as the wear rates at the given velocity, the skin temperature, the 

percent of time in contact, etc.  For this investigation it was assumed to decrease linearly 

only to obtain a rough estimate of it. This simplistic approach was employed to avoid 

digressing from the main investigation objectives.  

From the DADS data, one can obtain the start and end time, t0 and tf of each 

rocket stage. Table IV-3 tabulates these values and the assumed worn lengths at the end 

of each stage.
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Table IV-3 Mission Summary

With the values presented in Table IV-3 and the time to reach the average 

velocity of the interval, tn (also obtained from DADS), one can estimate the average

length in contact of each velocity interval using equation IV-2.  These results are 

tabulated on the following table and plotted in Figure IV-18.

Table IV-4 Estimated Length of Contact

Mission Phase
Start Time   

t0 (s)
End Time 

tf  (s)
Worn Length 

lf (mm)
Stage 1 0 1.9 140
Stage 2 1.9 3.8 70
Stage 3 3.8 5 45
 Desacc1 5 8.14 70

Phase
Velocity Interval 

(m/s)
Avg. Velocity 

(m/s)
Time to Reach Avg. 

Velocity (m/s)
Worn Length 

(mm)
Stage 1 0-50 25 0.15 11.1
Stage 1 50-150 100 0.55 40.5
Stage 1 150-250 200 1.05 77.4
Stage 1 250-350 300 1.6 117.9
Stage 2 350-450 400 2.2 11.1
Stage 2 450-550 500 2.55 23.9
Stage 2 550-650 600 3.05 42.4
Stage 2 650-750 700 3.6 62.6
Stage 3 750-850 800 4 7.5
Stage 3 850-950 900 4.1 11.3
Stage 3 950-1050 1000 4.2 15.0
Stage 3 1050-1150 1100 4.4 22.5
Stage 3 1150-1250- 1200 4.5 26.3
Stage 3 1250-1350 1300 4.6 30.0
Stage 3 1350-1450 1400 4.8 37.5
Stage 3 1450-1530 1500 4.9 41.3
Decelaration 1450-1530 1500 5.1 2.2
Decelaration 1350-1450 1400 5.3 6.7
Decelaration 1250-1350 1300 5.5 11.1
Decelaration 1150-1250 1200 5.7 15.6
Decelaration 1050-1150 1100 5.9 20.1
Decelaration 950-1050 1000 6.15 25.6
Decelaration 850-950 900 6.45 32.3
Decelaration 750-850 800 6.85 41.2
Decelaration 650-750 700 7.65 59.1
Decelaration 550-650 650 8 66.9

it il it il

itilitil ititilitil it
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Figure IV-18 Estimated Length of Contact vs. Time 

In Figure IV-18, one can see how the length of contact oscillates based on the 

pitch of the slipper.  The sequence of events, as the slipper travels through the rail, are

assumed to be as follow:  Initially the slipper rotates to an angle proportional to the 

acceleration of stage 1, at this point the area of contact is a corner as depicted on the 

figure above.  This length of contact starts increasing as the corner wears out reaching a 

length, l1, at the end of stage one.  Then the slipper rotates to an angle proportional to the 

acceleration of stage 2 and its length of contact becomes a corner again.   This new corner 

wears out reaching a reaching a length, l2, at the end of the stage two.  This sequence of 

events repeats for stage 3.  Once stage 3 ends, the slipper begins to decelerate and instead 

of pitching downward, now it starts pitching upward, therefore.  During the deceleration

the slipper wear its back instead of its front.

4.10 Width in Contact

Figure IV-19 shows the dimensions of the slipper and rail cross sections.  In this 

figure one can see that, in theory, the maximum width, of contact between these two 

surfaces, is 90 mm.
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Figure IV-19 Frontal View of the Slipper and Rail Cross Sections

Figure IV-20 shows a picture of a cross-section of the rail inserted on a slipper.  

This picture illustrates how due to the gap between the rail and the slipper, it is physically 

possible for the slipper to roll as it travels along the rail.

Figure IV-20 Slipper Roll

This roll assumption is supported by the asynchronous loads reported by DADS 

for the pair of points 3 and 4, both located on the top surface of the slipper. Without any 

roll the loads on these points should be the same, however, these loads are typically 

different. The asynchronous loads are presented in Figure IV-21.
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Figure IV-21 Loads Applied to the Slipper at Points 3 and 4

Figure IV-7 also supports this slipper roll hypothesis.   In this figure one can 

observe that the left lip of the slipper ended wearing more than the right lip.  Due to this 

roll motion the width of the slipper in contact with the rail varies.  Although, at any given 

time, the slipper width in contact with the rail is unknown, is always a fraction of the 

theoretical maximum width, 90 mm.  For this investigation the width of the worst case 

scenario, 90 mm, was used.

4.11 Slipper Lateral Motion and Assumed Yaw

Figure IV-22 plots the lateral displacement of the slipper with respect to its center 

of gravity as reported by DADS.

Figure IV-22 Slipper Lateral Displacement

The slippers’ lateral displacement fact triggered the idea of the possibility that the 

same gap that allows this lateral motion can also allow it to slightly yaw as it travels.  
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This supposition is assumed to explain why the wear patterns observed in the SEM 

micrographs have different angles.

Figure IV-23 Plastic Deformation Patterns Angles

4.12 Skin Temperature

The instrumentation used to collect the data from the HHSTT mission didn’t 

include any devices to measure the skin temperature of the slipper.  To overcome this 

challenge and estimate the skin temperature, Le [65] carried out a thermal analysis to 

characterize the amount of heat flow going into the slipper as it slid and to predict the 

total melt wear of the slipper. Appendix D, section 1.6, summarizes Le [65] studies and

presents the preliminary skin temperature profile as a function of the DADS percent of 

contact.

4.13 Chapter Summary

Chapter four explained why the HHSTT mission executed on January 2008 is a 

good example of a wear scenario carried out over a wide velocity profile on a system that 

is subject to intermittent contact and that varies its length and width in contact as it slides.

Appendix C, section 1.8.2 develops the formulation to calculate the total wear of 

scenarios with these characteristics.  The formula to carry out these calculations is:
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1
 %

n n n n

n

d uA c c s nV W l w D Cont (IV-3)

where Vd is the total wear, 
nuAW is the normalized wear rate,

ncl is the length in contact, 

ncw is the width in contact, 
nsD is the sliding distance in contact, % nCont is the percent of 

distance in contact and the suffix n denotes the discrete velocity range number.

This chapter presented the methodology to estimate all the factors required to 

evaluate this equation.  Explained why estimating each one of these factors was a 

challenge and highlighted some of the simulation limitations, such as:

The dimensions of the recovered slipper were not measured prior to the mission.

The inability to gather high-speed sliding wear data in a controlled environment, such 

a laboratory. 

The data available to compare the model results was gathered during a mission 

executed in the HHSTT to test a weapon system.  This mission was conducted several 

years prior and the complexity of the system introduced many challenges.  

The test instrumentation was not tailored to gather some of the most relevant data.  

Including the actual area of contact and the thermal data from the slipper skin.
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V. Results

5.1 Simulated Wear Patterns

In the micrographs of the recovered slipper, as the one shown in Figure V-1, one 

can see plastic deformations patterns.  This patterns are assumed, on this investigation, to 

be created due to the collision of asperities. Figure V-1 shows how the simulated asperity 

wear patterns resemble the morphology of the plastic deformations observed in the 

slipper micrographs.  The simulated pattern presented in Figure V-1 was obtained from a 

simulation

Figure V-1 Simulated Wear Patterns Resemblance

These observed collision patterns could be created at different times under 

different sliding conditions.  Conditions such as different velocities, pitch, roll, and yaw.

Considering this observation, one can hypothesize that the inclined plastic deformations 

patterns can be due to the slipper yaw motion.  Figure V-2 shows two patterns of 

simulations carried out with the same initial conditions.  On the simulation presented in 

the left side of Figure V-2 the slipper traveled straight forward.  On the simulation 

presented on the right side of the Figure V-2 the slipper traveled with a yaw angle of 
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seven degrees.  This yaw angle was exaggerated (is greater than the possible slipper yaw) 

to better depict the effects of yaw in the picture.

Figure V-2 Simulated Wear Patterns with and without Yaw

5.2 Model Results for Each Velocity Interval

Hale [38] studies concluded that the wear rates are independent of the worn 

history.  Considering this investigation conclusion, the HHSTT velocity profile for the 

mission executed on January 2008 was partitioned into discrete velocity segments and the 

wear simulations were executed at the average velocity of each of these velocity 

segments.  Figure V-3 depicts this partitioned velocity profile.

Figure V-3 Segments of the Velocity Profile



73

Table V-1 shows the velocity intervals and the average velocities employed for 

the wear simulations.  This table also includes the duration of the velocity intervals, the

end times, and the sliding distances.  All these values are based on the DADS data.  

Table V-1 Velocity Intervals Data

The initial temperatures introduced for these simulations were obtained from Le

[65] preliminary thermal analysis.  Tis analysis is summarized in Appendix D, section 

1.6.

v (m/s)
Velocity 
Interval

Interval 
Time (s)

Interval 
 End 
Time 

(s)
D s 

(mm)
25 0-50 0.25 0.25 6.E+03

100 50-150 0.5 0.75 5.E+04
200 150-250 0.5 1.3 1.E+05
300 250-350 0.6 1.9 2.E+05
400 350-450 0.4 2.3 2.E+05
500 450-550 0.5 2.8 3.E+05
600 550-650 0.5 3.3 3.E+05
700 650-750 0.6 3.9 4.E+05
800 750-850 0.2 4.1 2.E+05
900 850-950 0.12 4.22 1.E+05

1000 950-1050 0.12 4.34 1.E+05
1100 1050-1150 0.12 4.46 1.E+05
1200 1150-1250- 0.12 4.58 1.E+05
1300 1250-1350 0.12 4.7 2.E+05
1400 1350-1450 0.12 4.82 2.E+05
1500 1450-1530 0.18 5 3.E+05
1500 1450-1530 0.2 5.2 3.E+05
1400 1350-1450 0.2 5.4 3.E+05
1300 1250-1350 0.2 5.6 3.E+05
1200 1150-1250 0.2 5.8 2.E+05
1100 1050-1150 0.2 6 2.E+05
1000 950-1050 0.3 6.3 3.E+05

900 850-950 0.3 6.6 3.E+05
800 750-850 0.5 7.1 4.E+05
700 650-750 0.8 7.9 6.E+05
650 550-622 0.2 8.1 1.E+05

il itit

nsD

it
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Appendix A presents the simulation results for all these velocity segments. This 

appendix includes larger pictures of the simulated wear patterns, the values required to 

estimate the normalized wear rates, and the values to estimate the wear of each velocity 

segment 

Figure V-4 presents a compilation of the pictures obtained from these simulations;

it shows the simulated asperity wear patterns for each velocity interval.   Note that the 

model includes five asperities ranging from 1- Figure V-4, the patterns on the 

the two assemblies in motion, this is reasonable, since the 1 asperity doesn’t even 

collide against the slipper due to this gap and the 2 asperity barely does.
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Figure V-4 Simulated Wear Pattern Under Different Initial Conditions

One can observe in Figure V-4 that the simulated wear patterns vary according to 

the initial velocity and skin temperature.  Typically, the greater the initial velocity and/or 

the skin temperature the greater the simulated damage. Appendix A provides the 

normalized wear rates of each of these simulations. These observations make sense 

considering that the process was assumed to be adiabatic (defined in Appendix C, section 

1.3.5.1) and that the materials are modeled using the JC plasticity and the JC fracture 

criterions.  Both of these JC criterions (defined in Appendix C ,sections 1.4.3 and 1.4.5)

predict the materials to behave as a function of the strain rate, which is a function of the 

velocity, and the homologous temperature (defined in Appendix C, section 1.4.3).  
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The JC plasticity criterion predicts the flow stress to increase with higher strain 

rates and decrease with higher temperatures.  In the wear simulations, as one increases 

the initial sliding velocity, the elements collide at higher strain rates and this tends to 

increase the Von Mises stress.  On the other hand, under an adiabatic assumption the heat 

generated in the element by the plastic work results in a rise in temperature that decreases 

the Von Mises stress, or softens the material.  Section 5.3 will discuss the strain rate and 

thermal contributions.

5.3 Strain Rate and Temperature Contributions 

5.3.1 Contributions to the Von Mises Stress 

Figures V-6 and V-7 show the simulated Time Dependent Material Behavior 

element was chosen because is one of the first elements to fail during the simulations.  

Figure V-5 shows the location of this element, numbered by Abaqus as element 75845.

Figure V-5 Location of Element for TDMB Plots

Figure V-6 plots the time dependent material behavior of element number 75845.  

.
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Figure V-6

Figure V-7 also plots the material behavior of element number 75845.  However, 

Figure V-7

Comparing these two plots, of the time dependent material behavior, one can see 

that the material behaves according to how it was programmed in Abaqus.  In this 

model’s case, the material was programmed to behave in accordance to the Johnson-

Cook plasticity equation (presented in Appendix C, section 1.4.3) and therefore it varies 

6 62 29 10 1 59 0 53 1 93 10y kPa[ . ][ . ][ . ] .

6 62 32 10 1 61 0 34 1 3 10y kPa[ . ][ . ][ . ] .
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as a function of the equivalent plastic strain, equivalent plastic strain rate, and the 

temperature.  Figure V-6 and Figure V-7 plot the Von Mises stress (in blue) and the three 

factors that influence it.  The equivalent plastic strain is represented on these figures with 

the magenta curves.  The equivalent plastic strain rate is the slope of these magenta 

curves. The orange curves represent the temperatures.  The individual contributions of 

these factors would be discussed next.

Tables V-2 through V-4 report the Abaqus values for the points used to plot the 

previous two figures.  These tables include the simulated values of the Von Mises stress, 

equivalent plastic strain, temperature, triaxiality, damage initiation criterion, and stiffness 

degradation.   With these values, one can analytically calculate each of the brackets of the 

JC plasticity equation V-1 and the overall Von Mises stress.  The results from these

calculations are also included in these two tables.

0

0 0

[ ( ) ][1 ( )][1 ( ) ]pn m
y p

m

T TA B CLn
T T (V-1)

Note that the equivalent plastic strain rate, which represents the slope of the 

equivalent plastic strain versus time curve, was calculated by subtracting the equivalent 

plastic strain from the one of the previous time and dividing this difference by the time 

interval.  The formula used was:

1

1

i i

i

p p
p

i it t (V-2)

This approximation facilitated the calculations, but introduced a minor error.  The 

calculated results therefore are slightly different from the ones reported by Abaqus. The 

Abaqus simulations use the values of the strain rates obtained at the mid-point between 

the two time intervals (explained in Appendix C, section 1.5.2).

The purpose of providing the calculations for each bracket of the JC plasticity 

equation is to demonstrate the stress contributions due to the strain rate and due to the 

temperature.  The second bracket of the equation represents the strain rate contributions 

to the Von Mises stress.  The third bracket represents the thermal contributions to it.  The 

final column provides the product of these three brackets, in other words it provides the 

Von Mises stress according to the JC plasticity equation.  Note that after the damage 
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imitation criterion is reached this column follows the damage evolution criterion 

presented in Appendix C, section 1.4.6.  Under this criterion the Von Mises stress 

calculated with the JC equation has to be multiplied by one minus damage evolution 

criterion.  Mathematically expressed as:

(1 )ECd (V-3)

is the JC flow stress due to an undamaged response, and 

ECd is the damage evolution criterion variable.  This variable represents the material’s 

stiffness degradation.  When ECd =0 the material has no stiffness degradation.  

When ECd =1 the material stiffness is completely degraded and fracture is assumed to 

occur [31].  
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Table V-2

Time (s)

Equiv. 
Plastic 
Strain

Temp 
( K)

Stffness 
Degrad. Triax.

JC Mises 
Stress 
(kPa)

JC 
Damg 
Init. 
Crit.

Eq. Plastic 
Strain 

Rate (s-1)
1st 

Bracket
2nd 

Bracket
3rd  

Bracket

Equation 
Results 

(kPa)

Eq. 
Plastic 
Strain 
Incrmnt

1st 

Bracket
2nd 

Bracket
3rd  

Bracket

 Strain 
at 

failure

JC 
Damg 
Init. 
Crit.

0 0.000 498.0 0.00 0.00 0.00E+00 0.00
1.00E-10 0.000 498.0 0.00 0.00 5.55E-01 0.00
2.01E-10 0.000 498.0 0.00 0.00 9.60E-01 0.00
3.02E-10 0.000 498.0 0.00 0.00 1.33E+00 0.00
4.01E-10 0.000 498.0 0.00 0.00 1.89E+00 0.00
5.01E-10 0.000 498.0 0.00 0.00 2.51E+00 0.00
6.01E-10 0.000 498.0 0.00 0.00 3.09E+00 0.00
7.01E-10 0.000 498.0 0.00 0.00 3.68E+00 0.00
8.00E-10 0.000 498.0 0.00 0.00 4.15E+00 0.00
9.01E-10 0.000 498.0 0.00 0.00 4.43E+00 0.00
1.00E-09 0.000 498.0 0.00 0.00 4.73E+00 0.00
1.10E-09 0.000 498.0 0.00 0.00 5.19E+00 0.00
1.20E-09 0.000 498.0 0.00 0.00 5.79E+00 0.00
1.30E-09 0.000 498.0 0.00 0.00 6.39E+00 0.00
1.40E-09 0.000 498.0 0.00 0.00 6.87E+00 0.00
1.50E-09 0.000 498.0 0.00 0.00 2.46E+01 0.00
1.60E-09 0.000 498.0 0.00 -0.83 9.15E+02 0.00
1.70E-09 0.000 498.0 0.00 -0.69 7.97E+03 0.00
1.80E-09 0.000 498.0 0.00 -0.65 4.34E+04 0.00
1.90E-09 0.000 498.0 0.00 -0.60 1.53E+05 0.00
2.00E-09 0.000 498.1 0.00 -0.54 3.87E+05 0.00
2.10E-09 0.000 498.3 0.00 -0.44 7.26E+05 0.00
2.20E-09 0.000 498.6 0.00 -0.33 1.08E+06 0.00
2.30E-09 0.000 498.8 0.00 -0.24 1.32E+06 0.00
2.40E-09 0.000 498.9 0.00 -0.21 1.44E+06 0.00
2.50E-09 0.000 499.0 0.00 -0.24 1.50E+06 0.00
2.60E-09 0.000 499.2 0.00 -0.26 1.62E+06 0.00
2.70E-09 0.000 499.5 0.00 -0.23 1.86E+06 0.00

2.80E-09 0.000 500.1 0.00 -0.21 2.12E+06 0.00 4.23E+03 2.17E+06 1.25 0.78 2.12E+06 0.000 0.21 1.12 1.58 0.37 0.00
2.90E-09 0.000 501.0 0.00 -0.23 2.54E+06 0.00 4.00E+06 2.18E+06 1.46 0.78 2.48E+06 0.000 0.21 1.21 1.58 0.41 0.00
3.00E-09 0.002 501.8 0.00 -0.27 2.55E+06 0.00 1.62E+07 2.18E+06 1.50 0.78 2.55E+06 0.002 0.22 1.23 1.58 0.42 0.00
3.10E-09 0.004 502.7 0.00 -0.25 2.57E+06 0.01 1.83E+07 2.19E+06 1.50 0.78 2.56E+06 0.002 0.22 1.23 1.58 0.42 0.01
3.20E-09 0.006 503.8 0.00 -0.23 2.59E+06 0.02 2.51E+07 2.19E+06 1.51 0.78 2.58E+06 0.003 0.21 1.24 1.59 0.42 0.02
3.30E-09 0.010 505.4 0.00 -0.24 2.60E+06 0.02 3.43E+07 2.19E+06 1.52 0.78 2.59E+06 0.003 0.21 1.24 1.59 0.42 0.02
3.40E-09 0.014 507.4 0.00 -0.28 2.60E+06 0.03 4.14E+07 2.20E+06 1.53 0.78 2.60E+06 0.004 0.22 1.25 1.60 0.44 0.03
3.50E-09 0.018 509.7 0.00 -0.35 2.60E+06 0.04 4.59E+07 2.20E+06 1.53 0.77 2.60E+06 0.005 0.23 1.25 1.60 0.46 0.04

Simulation Values 

Plasicity Onset

Calculated Values 
JC Dyn. Failure Equation

Elasticity Onset

JC Plasticity Equation

Elastic Region
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Table V-3

Time (s)

Equiv. 
Plastic 
Strain

Temp 
( K)

Stffness 
Degrad. Triax.

JC Mises 
Stress 
(kPa)

JC 
Damg 
Init. 
Crit.

Eq. Plastic 
Strain 

Rate (s-1)
1st 

Bracket
2nd 

Bracket
3rd  

Bracket

Equation 
Results 

(kPa)

Eq. 
Plastic 
Strain 
Incrmnt

1st 

Bracket
2nd 

Bracket
3rd  

Bracket

 Strain 
at 

failure

JC 
Damg 
Init. 
Crit.

3.60E-09 0.024 512.3 0.00 -0.41 2.61E+06 0.05 5.06E+07 2.20E+06 1.53 0.77 2.60E+06 0.005 0.24 1.25 1.61 0.48 0.05
3.70E-09 0.029 515.1 0.00 -0.45 2.61E+06 0.07 5.85E+07 2.20E+06 1.54 0.77 2.61E+06 0.006 0.24 1.25 1.62 0.50 0.07
3.80E-09 0.036 518.3 0.00 -0.47 2.61E+06 0.08 6.84E+07 2.21E+06 1.54 0.77 2.61E+06 0.007 0.25 1.25 1.63 0.51 0.08
3.90E-09 0.044 521.8 0.00 -0.49 2.61E+06 0.09 7.67E+07 2.21E+06 1.54 0.76 2.61E+06 0.008 0.25 1.25 1.64 0.52 0.09
4.00E-09 0.052 525.7 0.00 -0.51 2.61E+06 0.11 8.39E+07 2.21E+06 1.55 0.76 2.60E+06 0.008 0.25 1.26 1.65 0.53 0.11
4.10E-09 0.062 530.1 0.00 -0.53 2.60E+06 0.13 9.24E+07 2.21E+06 1.55 0.76 2.60E+06 0.009 0.26 1.26 1.66 0.54 0.13
4.20E-09 0.072 534.7 0.00 -0.55 2.60E+06 0.15 1.02E+08 2.22E+06 1.55 0.75 2.59E+06 0.010 0.26 1.26 1.67 0.55 0.15
4.30E-09 0.083 539.7 0.00 -0.54 2.59E+06 0.17 1.11E+08 2.22E+06 1.56 0.75 2.59E+06 0.011 0.26 1.26 1.69 0.55 0.17
4.40E-09 0.095 545.2 0.00 -0.54 2.59E+06 0.19 1.24E+08 2.22E+06 1.56 0.75 2.58E+06 0.012 0.26 1.26 1.70 0.56 0.19
4.50E-09 0.111 552.8 0.00 -0.61 2.58E+06 0.22 1.59E+08 2.23E+06 1.57 0.74 2.58E+06 0.016 0.27 1.26 1.72 0.59 0.21
4.60E-09 0.133 563.3 0.00 -0.76 2.57E+06 0.25 2.20E+08 2.23E+06 1.58 0.73 2.57E+06 0.022 0.30 1.27 1.75 0.66 0.25
4.70E-09 0.161 576.2 0.00 -0.84 2.55E+06 0.29 2.78E+08 2.23E+06 1.58 0.72 2.55E+06 0.028 0.31 1.27 1.79 0.71 0.29
4.80E-09 0.192 589.2 0.00 -0.78 2.52E+06 0.34 3.14E+08 2.24E+06 1.59 0.71 2.52E+06 0.031 0.30 1.27 1.82 0.70 0.33
4.90E-09 0.226 603.5 0.00 -0.72 2.49E+06 0.38 3.38E+08 2.24E+06 1.59 0.70 2.49E+06 0.034 0.29 1.27 1.86 0.69 0.38
5.00E-09 0.262 619.5 0.00 -0.80 2.45E+06 0.44 3.61E+08 2.25E+06 1.59 0.69 2.45E+06 0.036 0.31 1.28 1.91 0.74 0.43
5.10E-09 0.300 635.8 0.00 -0.93 2.42E+06 0.48 3.76E+08 2.25E+06 1.59 0.67 2.41E+06 0.037 0.33 1.28 1.95 0.83 0.47
5.20E-09 0.338 651.8 0.00 -0.98 2.38E+06 0.53 3.83E+08 2.25E+06 1.59 0.66 2.38E+06 0.038 0.34 1.28 2.00 0.87 0.52
5.30E-09 0.377 667.1 0.00 -0.93 2.34E+06 0.57 3.89E+08 2.26E+06 1.59 0.65 2.34E+06 0.039 0.33 1.28 2.04 0.86 0.56
5.40E-09 0.416 682.5 0.00 -0.86 2.30E+06 0.62 3.93E+08 2.26E+06 1.59 0.64 2.30E+06 0.040 0.32 1.28 2.08 0.84 0.61
5.50E-09 0.456 697.8 0.00 -0.83 2.26E+06 0.67 3.98E+08 2.26E+06 1.59 0.63 2.26E+06 0.039 0.31 1.28 2.13 0.85 0.66
5.60E-09 0.496 713.4 0.00 -0.82 2.23E+06 0.71 4.00E+08 2.27E+06 1.59 0.62 2.23E+06 0.040 0.31 1.28 2.17 0.86 0.70
5.70E-09 0.536 729.2 0.00 -0.88 2.19E+06 0.76 4.06E+08 2.27E+06 1.59 0.60 2.19E+06 0.040 0.32 1.28 2.21 0.91 0.75
5.80E-09 0.579 746.3 0.00 -1.10 2.15E+06 0.80 4.21E+08 2.27E+06 1.60 0.59 2.15E+06 0.042 0.37 1.28 2.26 1.06 0.79
5.90E-09 0.622 764.1 0.00 -1.38 2.11E+06 0.84 4.35E+08 2.27E+06 1.60 0.58 2.10E+06 0.044 0.43 1.28 2.31 1.28 0.82
6.00E-09 0.665 780.2 0.00 -1.49 2.07E+06 0.87 4.32E+08 2.28E+06 1.60 0.57 2.07E+06 0.043 0.46 1.28 2.35 1.39 0.85
6.10E-09 0.709 795.7 0.00 -1.55 2.03E+06 0.90 4.37E+08 2.28E+06 1.60 0.56 2.03E+06 0.044 0.48 1.28 2.40 1.46 0.88
6.20E-09 0.752 810.2 0.00 -1.53 1.99E+06 0.93 4.32E+08 2.28E+06 1.60 0.55 1.99E+06 0.043 0.47 1.28 2.44 1.48 0.91
6.30E-09 0.794 823.0 0.00 -1.39 1.96E+06 0.96 4.15E+08 2.28E+06 1.60 0.54 1.96E+06 0.042 0.44 1.28 2.47 1.38 0.94
6.40E-09 0.833 834.3 0.00 -1.14 1.93E+06 0.99 3.90E+08 2.29E+06 1.59 0.53 1.93E+06 0.039 0.38 1.28 2.50 1.21 0.97

6.50E-09 0.889 872.0 0.27 -2.90 1.36E+06 1.00 5.66E+08 2.29E+06 1.60 0.50 1.3E+06
6.60E-09 1.007 1146.2 0.97 -18.58 3.76E+04 1.00 1.17E+09 2.29E+06 1.63 0.32 3.7E+04
6.70E-09 1.011 1167.3 1.00 0.00 0.00E+00 1.00 3.83E+07 2.29E+06 1.52 0.31 0.0E+00

Damage Evolution

Simulation Values 
JC Plasticity Equation

Calculated Values 
JC Dyn. Failure Equation
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Table V-4

Time (s)

Equiv. 
Plastic 
Strain

Temp 
( K)

Stiff. 
Degra

d. Triax.

JC Mises 
Stress 
(kPa)

JC 
Damg 
Init. 
Crit.

Eq. Plastic 
Strain 

Rate (s-1)
1st 

Bracket
2nd 

Bracket
3rd  

Bracket

Equation 
Results 

(kPa)

Eq. 
Plastic 
Strain 
Incrmnt

1st 

Bracket
2nd 

Bracket
3rd  

Bracket

 Strain 
at 

failure

JC 
Damg 
Init. 
Crit.

0 0.000 641.0 0.00 0.00 0.0E+00 0.00
7.12E-11 0.000 641.0 0.00 0.00 8.1E-01 0.00
1.41E-10 0.000 641.0 0.00 0.00 1.5E+00 0.00
2.11E-10 0.000 641.0 0.00 0.00 2.1E+00 0.00
2.80E-10 0.000 641.0 0.00 0.00 2.7E+00 0.00
3.50E-10 0.000 641.0 0.00 0.00 3.2E+00 0.00
4.20E-10 0.000 641.0 0.00 0.00 3.9E+00 0.00
4.91E-10 0.000 641.0 0.00 0.00 4.6E+00 0.00
5.61E-10 0.000 641.0 0.00 0.00 5.5E+00 0.00
6.31E-10 0.000 641.0 0.00 0.00 6.3E+00 0.00
7.01E-10 0.000 641.0 0.00 0.00 7.1E+00 0.00
7.71E-10 0.000 641.0 0.00 0.00 7.8E+00 0.00
8.41E-10 0.000 641.0 0.00 0.00 1.9E+01 0.00
9.10E-10 0.000 641.0 0.00 -0.74 4.3E+02 0.00
9.80E-10 0.000 641.0 0.00 -0.72 3.6E+03 0.00
1.05E-09 0.000 641.0 0.00 -0.62 2.0E+04 0.00
1.12E-09 0.000 641.0 0.00 -0.58 7.9E+04 0.00
1.19E-09 0.000 641.0 0.00 -0.56 2.4E+05 0.00
1.26E-09 0.000 641.0 0.00 -0.54 5.6E+05 0.00
1.33E-09 0.000 641.0 0.00 -0.51 1.1E+06 0.00
1.40E-09 0.000 641.6 0.00 -0.47 1.6E+06 0.00

1.47E-09 0.000 643.3 0.00 -0.40 2.1E+06 0.00 4.18E+05 2.17E+06 1.39 0.67 2.0E+06 0.000 0.24 1.18 1.97 0.55 0.00
1.54E-09 0.002 644.1 0.00 -0.37 2.2E+06 0.00 2.39E+07 2.18E+06 1.51 0.67 2.2E+06 0.002 0.23 1.24 1.98 0.57 0.00
1.61E-09 0.005 645.3 0.00 -0.39 2.2E+06 0.01 4.32E+07 2.19E+06 1.53 0.67 2.2E+06 0.003 0.24 1.25 1.98 0.58 0.01
1.68E-09 0.010 647.9 0.00 -0.52 2.3E+06 0.02 7.50E+07 2.19E+06 1.54 0.66 2.3E+06 0.005 0.26 1.25 1.99 0.64 0.02
1.75E-09 0.017 651.6 0.00 -0.71 2.3E+06 0.03 1.06E+08 2.20E+06 1.55 0.66 2.3E+06 0.007 0.29 1.26 2.00 0.73 0.03
1.82E-09 0.026 655.4 0.00 -0.83 2.3E+06 0.04 1.17E+08 2.20E+06 1.56 0.66 2.3E+06 0.008 0.31 1.26 2.01 0.79 0.04
1.89E-09 0.033 658.1 0.00 -0.77 2.3E+06 0.05 1.10E+08 2.21E+06 1.56 0.66 2.3E+06 0.008 0.30 1.26 2.02 0.77 0.05
1.96E-09 0.042 660.6 0.00 -0.61 2.3E+06 0.06 1.19E+08 2.21E+06 1.56 0.66 2.3E+06 0.008 0.27 1.26 2.02 0.69 0.06
2.03E-09 0.053 664.8 0.00 -0.52 2.3E+06 0.08 1.64E+08 2.21E+06 1.57 0.65 2.3E+06 0.012 0.26 1.26 2.03 0.66 0.08
2.10E-09 0.070 671.7 0.00 -0.62 2.3E+06 0.10 2.34E+08 2.22E+06 1.58 0.65 2.3E+06 0.016 0.27 1.27 2.05 0.71 0.10
2.17E-09 0.090 681.0 0.00 -0.86 2.3E+06 0.13 2.94E+08 2.22E+06 1.58 0.64 2.3E+06 0.021 0.32 1.27 2.08 0.84 0.12
2.24E-09 0.112 690.5 0.00 -1.05 2.2E+06 0.15 3.19E+08 2.23E+06 1.59 0.63 2.2E+06 0.022 0.36 1.27 2.11 0.96 0.15
2.31E-09 0.135 699.0 0.00 -1.04 2.2E+06 0.18 3.22E+08 2.23E+06 1.59 0.63 2.2E+06 0.023 0.35 1.27 2.13 0.96 0.17
2.38E-09 0.158 707.9 0.00 -1.05 2.2E+06 0.20 3.35E+08 2.23E+06 1.59 0.62 2.2E+06 0.024 0.36 1.27 2.15 0.98 0.19

Plasticity Onset

Simulation Values Calculated Values 
JC Plasticity Equation JC Dyn. Failure Equation

Elasticity Onset

Elastic Region
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Table V-5

Time (s)

Equiv. 
Plastic 
Strain

Temp 
( K)

Stiff. 
Degra

d. Triax.

JC Mises 
Stress 
(kPa)

JC 
Damg 
Init. 
Crit.

Eq. Plastic 
Strain 

Rate (s-1)
1st 

Bracket
2nd 

Bracket
3rd  

Bracket

Equation 
Results 

(kPa)

Eq. 
Plastic 
Strain 
Incrmnt

1st 

Bracket
2nd 

Bracket
3rd  

Bracket

 Strain 
at 

failure

JC 
Damg 
Init. 
Crit.

2.45E-09 0.185 723.9 0.00 -1.79 2.2E+06 0.22 3.80E+08 2.24E+06 1.59 0.61 2.2E+06 0.027 0.55 1.28 2.20 1.53 0.21
2.52E-09 0.216 746.2 0.00 -2.76 2.1E+06 0.24 4.49E+08 2.24E+06 1.60 0.59 2.1E+06 0.031 0.92 1.28 2.26 2.67 0.22
2.59E-09 0.252 762.6 0.00 -3.12 2.1E+06 0.25 5.00E+08 2.24E+06 1.60 0.58 2.1E+06 0.035 1.12 1.28 2.31 3.30 0.23
2.66E-09 0.291 778.2 0.00 -3.33 2.1E+06 0.26 5.70E+08 2.25E+06 1.60 0.57 2.1E+06 0.040 1.24 1.28 2.35 3.75 0.25
2.73E-09 0.333 785.5 0.00 -2.92 2.0E+06 0.27 5.83E+08 2.25E+06 1.61 0.56 2.0E+06 0.041 1.01 1.28 2.37 3.07 0.26
2.80E-09 0.371 786.5 0.00 -1.93 2.0E+06 0.29 5.48E+08 2.26E+06 1.60 0.56 2.0E+06 0.038 0.59 1.28 2.37 1.80 0.28
2.87E-09 0.407 792.0 0.00 -1.00 2.0E+06 0.32 5.30E+08 2.26E+06 1.60 0.56 2.0E+06 0.037 0.35 1.28 2.39 1.06 0.31
2.94E-09 0.446 803.8 0.00 -0.59 2.0E+06 0.36 5.45E+08 2.26E+06 1.60 0.55 2.0E+06 0.039 0.27 1.28 2.42 0.83 0.36
3.01E-09 0.493 825.0 0.00 -1.49 2.0E+06 0.41 6.75E+08 2.27E+06 1.61 0.54 2.0E+06 0.047 0.46 1.28 2.48 1.47 0.39
3.08E-09 0.541 846.2 0.00 -2.19 1.9E+06 0.43 6.82E+08 2.27E+06 1.61 0.52 1.9E+06 0.048 0.68 1.28 2.54 2.23 0.41
3.15E-09 0.588 861.9 0.00 -2.33 1.9E+06 0.45 6.76E+08 2.27E+06 1.61 0.51 1.9E+06 0.047 0.73 1.28 2.58 2.44 0.43
3.22E-09 0.640 879.3 0.00 -2.55 1.8E+06 0.47 7.32E+08 2.28E+06 1.61 0.50 1.8E+06 0.051 0.83 1.29 2.63 2.80 0.45
3.29E-09 0.682 886.8 0.00 -1.99 1.8E+06 0.49 6.08E+08 2.28E+06 1.61 0.49 1.8E+06 0.043 0.61 1.28 2.65 2.08 0.47
3.36E-09 0.724 893.7 0.00 -1.13 1.8E+06 0.51 5.91E+08 2.28E+06 1.61 0.49 1.8E+06 0.041 0.37 1.28 2.67 1.28 0.51
3.43E-09 0.761 902.8 0.00 -0.41 1.8E+06 0.55 5.36E+08 2.28E+06 1.60 0.48 1.8E+06 0.037 0.24 1.28 2.70 0.83 0.55
3.50E-09 0.800 914.8 0.00 -0.19 1.7E+06 0.60 5.54E+08 2.28E+06 1.60 0.48 1.7E+06 0.039 0.21 1.28 2.73 0.72 0.60
3.57E-09 0.845 930.7 0.00 -0.92 1.7E+06 0.66 6.55E+08 2.29E+06 1.61 0.46 1.7E+06 0.046 0.33 1.28 2.77 1.17 0.64
3.64E-09 0.891 948.9 0.00 -1.84 1.7E+06 0.68 6.48E+08 2.29E+06 1.61 0.45 1.7E+06 0.046 0.56 1.28 2.82 2.04 0.67
3.71E-09 0.934 965.2 0.00 -2.47 1.6E+06 0.70 6.16E+08 2.29E+06 1.61 0.44 1.6E+06 0.043 0.79 1.28 2.87 2.92 0.68
3.78E-09 0.974 976.9 0.00 -2.60 1.6E+06 0.72 5.75E+08 2.29E+06 1.61 0.43 1.6E+06 0.040 0.85 1.28 2.90 3.16 0.69
3.85E-09 1.012 985.0 0.00 -2.39 1.6E+06 0.73 5.45E+08 2.29E+06 1.60 0.43 1.6E+06 0.038 0.76 1.28 2.92 2.85 0.71
3.92E-09 1.046 988.6 0.00 -1.56 1.6E+06 0.74 4.83E+08 2.30E+06 1.60 0.43 1.6E+06 0.034 0.48 1.28 2.93 1.80 0.73
3.99E-09 1.083 996.6 0.00 -1.11 1.6E+06 0.77 5.25E+08 2.30E+06 1.60 0.42 1.5E+06 0.037 0.37 1.28 2.96 1.40 0.75
4.06E-09 1.128 1012.7 0.00 -1.95 1.5E+06 0.79 6.45E+08 2.30E+06 1.61 0.41 1.5E+06 0.045 0.60 1.28 3.00 2.30 0.77
4.13E-09 1.172 1029.0 0.00 -2.74 1.5E+06 0.81 6.24E+08 2.30E+06 1.61 0.40 1.5E+06 0.044 0.92 1.28 3.05 3.59 0.78
4.20E-09 1.208 1034.7 0.00 -2.33 1.5E+06 0.82 5.17E+08 2.30E+06 1.60 0.40 1.5E+06 0.036 0.74 1.28 3.06 2.88 0.80
4.27E-09 1.247 1042.8 0.00 -2.11 1.4E+06 0.83 5.52E+08 2.30E+06 1.60 0.39 1.4E+06 0.038 0.65 1.28 3.08 2.59 0.81
4.34E-09 1.281 1048.7 0.00 -1.63 1.4E+06 0.85 5.02E+08 2.31E+06 1.60 0.39 1.4E+06 0.035 0.50 1.28 3.10 1.98 0.83
4.41E-09 1.319 1057.3 0.00 -1.45 1.4E+06 0.87 5.31E+08 2.31E+06 1.60 0.38 1.4E+06 0.038 0.45 1.28 3.12 1.81 0.85
4.48E-09 1.360 1069.7 0.00 -2.01 1.4E+06 0.89 5.88E+08 2.31E+06 1.61 0.37 1.4E+06 0.041 0.62 1.28 3.16 2.50 0.87
4.55E-09 1.396 1076.7 0.00 -1.71 1.4E+06 0.90 5.10E+08 2.31E+06 1.60 0.37 1.4E+06 0.036 0.52 1.28 3.18 2.13 0.88
4.62E-09 1.432 1084.6 0.00 -1.54 1.3E+06 0.92 5.24E+08 2.31E+06 1.60 0.36 1.3E+06 0.037 0.47 1.28 3.20 1.95 0.90
4.69E-09 1.470 1093.3 0.00 -1.50 1.3E+06 0.94 5.47E+08 2.31E+06 1.60 0.36 1.3E+06 0.038 0.46 1.28 3.23 1.92 0.92
4.76E-09 1.514 1105.5 0.00 -2.02 1.3E+06 0.96 6.19E+08 2.31E+06 1.61 0.35 1.3E+06 0.043 0.62 1.28 3.26 2.61 0.94
4.83E-09 1.561 1118.9 0.00 -2.61 1.3E+06 0.98 6.76E+08 2.32E+06 1.61 0.34 1.3E+06 0.047 0.85 1.28 3.30 3.61 0.95
4.90E-09 1.606 1124.9 0.00 -1.88 1.3E+06 0.99 6.37E+08 2.32E+06 1.61 0.34 1.3E+06 0.045 0.57 1.28 3.31 2.45 0.97

4.97E-09 1.659 1136.9 0.21 -2.01 9.8E+05 1.00 7.63E+08 2.32E+06 1.61 0.33 9.8E+05
5.04E-09 1.715 1154.3 0.55 -3.05 5.4E+05 1.00 7.96E+08 2.32E+06 1.61 0.32 5.3E+05
5.11E-09 1.779 1193.6 0.94 -6.55 6.8E+04 1.00 9.08E+08 2.32E+06 1.62 0.29 6.7E+04
5.18E-09 1.789 1203.4 1.00 0.00 0.0E+00 1.00 1.43E+08 2.32E+06 1.56 0.29 0.0E+00

Damage Evolution

Simulation Values Calculated Values 
JC Plasticity Equation JC Dyn. Failure Equation
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Table V-2 and Table V-3 present the results of the simulation carried at 700 m/s 

In Table V-2 one can observe that at the onset of plasticity (at t=2.8 nano-

seconds) the material reaches the material’s yield stress, 2.1 GPa.  Afterwards, the 

material behaves plastically and the Von Mises stress decreases according to the JC 

plasticity equation until reaching the damage initiation criterion, at t=6.4 nano-seconds.

Note on Table V-3 that at the damage initiation point, the maximum contributions of the 

strain rate and temperature occur. The calculations for the damage initiation point, using 

the values from the row of Table V-3, colored green, are presented next as an example:

0

0 0

8
6 6 0 37

0 8

6 6

1 1

3 9 102 17 10 0 12 10 0 833 1 0 03
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.[ ( ) ]

[ . ][ . ][ . ] .

(V-4)

where A, B, C, m, and n are the JC material parameters obtained from the experiments

presented in Appendix D, section Appendix B for the VascoMax 300 steel. T0 and Tm are 

the reference and melting temperature of the material.

From these calculations, one can conclude that at the damage initiation point the 

strain rate contribution, obtained from the second bracket calculations, is a Von Mises

stress increase of 59%.  The maximum thermal contribution, obtained from the third 

bracket calculations, is a Von Mises stress decrease of 53%.  Multiplying the values of 

these two brackets one gets: 1.59x0.53=0.8427.  This means that these two factors 

combined reduced the stress 84.3%, so the thermal contributions outweighed the strain 

rate one.

Table V-4 and Table V-5 show the values for the simulation carried at 1500 m/s 

on

point, with the values from the row of Table V-5, colored green, one gets:
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(V-5)

contribution is a Von Mises stress increase of 61%, while the maximum thermal 

contribution is a Von Mises stress decrease of 34%.  Multiplying the values of these two 

brackets, as before, one gets: 1.61x0.34=0.5474.  This means that these two factors 

combined reduced the Von Mises stress 54.7%, so the thermal contributions again 

outweighed the strain rate one. 

If one compares the results at the damage initiation point for these simulations,

one can conclude that the greater the speed the greater the strain rate contribution.  

However, higher speeds typically correlate with higher skin temperatures, mainly 

responsible for softening the material.  One can also conclude that the thermal

contributions typically outweigh the strain rate ones at the damage initiation point.

5.3.2 Contributions to the JC Failure Strain

Tables V-2 through V-4 include the simulated values of temperature, triaxiality, 

damage initiation criterion, and stiffness degradation.   With these values, one can 

analytically calculate each of the brackets of the JC Dynamic failure equation, the strain 

at failure, and the evolution of the damage initiation criterion.  The results from these 

calculations are also included in these tables.  The equation used to compute the strain at 

failure (presented in Appendix C, section 1.4.5) is:

0
1 2 3 4 5

0 0

 [ exp( )][1 ( )][1 ( )]p
f

m

T Tpd d d d Ln d
q T T (V-6)
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0where  is the plastic strain rate,   is the reference strain rate,  is the current temperaturep T
Tm is the melting temperature, T0 is the transition temperature, p is the pressure stress, q is 

the Von Mises stress, and d1 through d5 are the models’ fracture constants [31].

Figure  V-8 and Figure V-9 show the simulation plots of the Von Mises stress 

(colored blue), the triaxiality (colored green), and the damage inition criterion (colored in 

red) for both of the simulations.  Figure  V-8 shows the results of the simulations carried 

at K. Figure V-9 shows the results for the simulations carried at 1500

m/s and 641 K.

[0.38][1.28][2.5] 1.21f

Figure  V-8 Simulated Failure Behavior 
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Figure V-9

Note in Table V-3 the contributions to the failure strain, due to the strain rate and 

temperature, at the damage initiation point (row colored in green). The calculations at the 

damage initiation point, using the values from this row in Table V-3, colored green, are 

presented next, as an example:

0
1 2 3 4 5

0 0
8

 [ exp( )][1 ( )][1 ( )]

3.9 10 [ 0.09 0.27exp(0.48 1.14)][1 0.014 ( )]
1

838.4 293         [1 3.87( )]
1685 293

 [0.38][1.28][2.5] 1.21

p
f

m

f

f

T Tpd d d d Ln d
q T T

Ln
(V-7)

From these calculations, one can conclude that, at the damage initiation point, the 

strain rate contribution, obtained from the second bracket calculations, is an increase of 

the predicted failure strain of 28%.  The maximum thermal contribution, obtained from 

the third bracket calculations, is an increase of the predicted failure strain of 250%.  

These two factors combined increased the predictions of the strain rate 1.28×2.5=320%.

Similarly, using the values from the row in Table V-5, colored green, one can 

obtain the contributions to the failure strain for the simulation carried out at 1500 m/s and 

.

 [0.575][1.284][3.313] 2.445f
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From these calculations, one can confirm that at the damage initiation point the 

strain rate contribution is an increase of the predicted failure strain of 28%.  Note that this 

1.28 contribution didn’t vary significantly from the one obtained from the simulations at 

700 m/s.

The maximum thermal contribution is an increase of the predicted failure strain. 

The value of the thermal factor for this simulation is 3.31.   These two factors, strain rate 

and thermal, combined increased the predictions of the strain rate 1.28×3.31=424%.

Using the data from these tables, one can also analytically calculate the damage

initiation criterion applying the following formula:

p
JC

f
(V-9)

For example, for the simulation carried out , this values are

obtained by adding all the quotients of the equivalent plastic strain rate (column eight) 

over their respective strains at failure (column seventeen), obtained from tables V-2 and 

V-3:
3 6 6 64.2 10 4.0 10 1.96 10 1.93 10 ( .... ) 0.97

0.37 0.41 1.38 1.21JC (V-10)

One can observe on Table V-3 that at high-speeds the thermal contributions to the 

failure strain are typically greater than those of the strain rate for the VascoMax 300 steel.
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5.4 Wear Thermal Influence 

5.4.1 Initial Temperature Influence 

The material behavior was simulated using the empirical JC plasticity and 

dynamic failure criterions.  Both of these criterions are a function of the homologous 

temperature:

0

0m

T TT
T T

* (V-11)

where To, Tm and T are the initial, melting and current temperatures.

Considering that the higher the initial temperature the softer the initial state of the 

material, one needs to introduce into the model an appropriate temperature.  The initial 

temperature introduced into this wear model was determined via a one-dimensional heat 

conduction analysis reported by Le [65]. The analysis considered the material’s 

conductivity and the system contact interactions as summarized in Appendix C, section 

1.4.5.

Figure V-10 shows the wear patterns obtained from simulations carried with 

various initial temperatures.  In order to compare the effects of the initial temperature for

these simulations the only condition varied was the initial temperature. These 

simulations where executed with an initial velocity of 1200 m/s and with the following 

initial temperatures: 293 K (typical room temperature), 608 K (the temperature provided 

by Le [65] preliminary thermal analysis), and 900 K (a high temperature chosen 

arbitrarily). In Figure V-10, one can see the initial temperature impact. In these

simulation pictures, the wear patterns on the top represent the damage due to the 5-

micrometer asperities, followed by the wear patterns of the 4 μm asperities.  The wear 

patterns on the bottom of these figures are those created by the 3 μm asperities. 
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Figure V-10 Simulated Patterns at Different Temperatures

Dividing the damage due to the 5 μm asperity, simulated at room temperature 

against the damage obtained from the simulation using the temperature provided by Le 

[65], 293 K, one gets:  118.02/138.8x100=85%.  On this case, one can conclude that 

using the room temperature for the simulations resulted in a 15% reduction of the 

simulated wear.  One can also conclude that using an overestimated value of the skin 

temperature, for example 900 K, can result on a 65% (229.5/138.8=1.65) increase of the 

simulated wear for this asperity size.

5.4.2 Specific Heat Influence 

The specific heat is defined as “the amount of heat required to increase the 

temperature of a unit mass by one degree” [104].  The specific heat for a process where 

the heat is supplied keeping the pressure constant is:

m
p

p

Uc
T (V-12)

During an asperity collision, the heat generated due to the plastic work causes a 

rise of the local temperature.  This temperature rise is a function of the specific heat and 

generally softens the material, nevertheless, the specific heat depends on the temperature.  

For example, Figure V-11 shows a plot of the specific heat values obtained from MatWeb 

[73] for the AISI-1080 steel, normalized at 900 C.
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Figure V-11 Specific Heat for the AISI-1080 Steel

Observing the plot in Figure V-11, one can see that at higher temperatures the 

specific heat is greater. Consequently, one can conclude that at higher temperatures it

takes more heat to increase the temperature of a unit mass by one degree.  Recognizing 

this physical phenomenon, the model was executed varying the specific heat while 

keeping constant all the other initial conditions.  The results of these simulations are 

presented in Figure V-12.
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Figure V-12 Simulation Patterns Varying the Specific Heat

The pictures in Figure V-12 show the results for three simulations with a specific 

heat of 4.5 mm2/ K s2 and three other simulations under the same conditions with a 

specific heat of 7.0 mm2/ K s2.

The specific heat at high temperatures was not available for the VascoMax 300, 

therefore it was assumed to be similar to the one of the AISI-1080 steel.  The 7.0 mm2/ K

s2 value was selected because is the approximate specific heat for the AISI-1080 steel at a 

according to MatWeb [73].  In the pictures of the simulations, one 

can see the effects of the specific heat on the simulated wear.  One can confirm that 

introducing a smaller specific heat resulted on more wear.  

One of the reasons for this results is that on the runs carried at 7.0 mm2/ K s2, it

takes longer for the material to soften because it requires more heat to increase the

temperature of a unit mass by one degree.  One can observe this behavior in Figure V-13.

The plots in this figure follow the time dependent material behavior of one of the 

elements that fail in the simulation. The location of the element is presented in Figure V-

5. This element was chosen because is one of the first elements to fail during the 

simulations.
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Figure V-13 TDMB of Simulations Varying the Specific Heat
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The three plots in Figure V-13 show the time dependent material behavior of runs 

carried out with a specific heat of 4.5 mm2/ K s2, a specific heat of 7.0 mm2/ K s2, and a 

specific heat as a function of temperature, tabulated based on the AISI-1080 steel values 

obtained from MatWeb [73].  The blue plots represent the Von Mises stress and the 

orange ones the temperature.  The slope of the orange curve represents the rate of change 

of the temperature with time.  

This rate of temperature change is a function of the specific heat.  From the 

definition of the specific heat, one can observe that for a process with a constant pressure

the rise in temperature can be calculated with eqution V-122. From this equation one can 

infer that the rise in temperature is directly proportional to the internal energy per unit of 

mass and inversely proportional to the specific heat.  In other words, the smaller the 

specific heat the greater the temperature increments and consequently the steeper the 

temperature slope.  In the plots of Figure V-13, one can observe this behavior: the slope 

of the temperature curve for the simulation with a specific heat of 4.5 mm2/ K s2 is

steeper than the other two.  One can also observe that in the bottom plot, since the 

specific heat is increasing as the temperature rises according to the tabulated values, then

the slope of the temperature curve tends to decrease also as the temperature increases.

By looking at these plots one can conclude that if the temperature rate of change is large 

then the material will soften faster and failure will typically occur earlier.

5.5 Normalized Wear Rates

To estimate the normalized wear, one can extrapolate the simulated single 

asperity damage based on the surface roughness analysis (presented in section 3.10.1). 

For this model, the necessary inputs from the surface roughness analysis include: the 

average roughness measurements, the number of asperities per unit of area, and the 

percentage of asperities per asperity size.  With the values of this measurements, one can 

estimate the normalized wear according to the following formula developed in section 

3.10.3:
5

1
# %

n

uA v uA n SA n v
n

V Asp Asp V (V-13)



95

where #AspuA is the number of asperities per unit of area, n is the size of the asperities,

%Aspn is the percentage of asperities of size n, and VsA-n-v is the simulated damage due to 

an asperity of size n at a velocity v.

Figure V-14 shows the concept of how the simulation results, the surface 

characterization data, and this formula can be used to estimate the wear rates for the 

simulation at 800 m/s and .  The graphics of this figure are small because the 

intention of the figure is only to show the concept.  Larger images of these charts were 

presented in section 3.10.1, which explains this concept in more detail.  

Figure V-14 Extrapolation Concept

In Figure V-14, the first column of the embedded table lists the average roughness 

measurements for the AISI-1080 steel, based on the results from Voyiadjis analysis 

[101].  According to these studies, the average roughness between measurements ranged 

from 1 m to 5 m (as presented in section 3.10.1 and in the small bar chart above).  
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The second column reports the simulated damage at 800 m/s and reported 

by Abaqus (these reports are included in Appendix B) due to the collision of the five 

asperities of sizes 1 m , 2 m m m and 5 m.

The third column reports the estimated total number of asperities per square 

millimeter.  This parameter was not provided by the surface characterization analysis 

therefore, for this investigation, it was estimated based on the plastic deformations 

observed in the micrographs of the surface of the recovered slipper.  It is important to 

note that this is not the preferred approach to obtain this parameter.  For this investigation 

this approach was used because this parameter was not recorded during the surface 

characterization analysis. The value of this parameter was estimated to be 601 asperities 

per square millimeter. This value was obtained from the following calculation explained 

in section 3.10.1.

2(3 / 0.444)# 601 asperities/mm
0.125 0.09uAAsp (V-14)

The fourth column presents the percentage of asperities of each size.  This value 

was obtained from the bar chart presented in Table III-6.  For example, according to this

bar chart, two (the two bars  colored in blue) of 36 measurements reported an average 

roughness, Ra,  close to  5 m, therefore the percentage of  asperities of size 5 m can be 

estimated as 2/36=5.6%.  Using the same calculation approach, one can obtain the 

percentage for each of the other asperity sizes:  25%, for Ra=1 m, 30.6% for Ra=2 m,

27.8% for Ra=3 m, and 11.1% for Ra=4 m (This calculations were presented in Section 

5.10).

The fifth column represents the damage per unit of area due to all the asperities of 

that row size, and is calculated as the product of the values of the three preceding 

columns.  In a mathematical form the values in this column represents the product.  

# %uA v SA n v uA nV V Asp Asp .   For Ra for example this product is 4.9x10-6 mm3

and represents the damage due to all the asperities of a size close to Ra on a square 

millimeter. 

The sum of the values of the fifth column represents the equation to calculate the 

wear per unit of area at a given velocity presented in section 3.10.1:
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5

1
# %

n

uA v uA n SA n v
n

V Asp Asp V (V-15)

The fifth column sum resulted in a value of 1.1x10-5 mm3/mm2, this value 

represents the wear per unit of area.  Or the volumetric damage due to all the asperities of 

sizes between 1-5 in a square millimeter. Note that this damage was calculated for 

simulations carried at a velocity, uA vV , of 800 m/s and an initial temperature .

Finally, to normalize (make dimensionless) the wear rates, WuA-v one can divide 

the wear per unit of area, VuA-v, by the unit of sliding distance (as explained in section 

3.10.2).  In this case the unit area is 1 mm2 and the unit distance is 1 mm, therefore 

dividing the wear results by 1 mm provides the normalized, or dimensionless, wear rates.  

The normalized wear rates for this simulation carried out at 800 m/s and was 

estimated to be 1.1x10-5 mm3/mm3.  The calculations for all the other velocities are 

included in Appendix A. The next section will show a comparison between the results,

presented in appendix A, using a specific heat of 7.0 mm2/ s2 and those carried out 

with a specific heat of 4.5 mm2/ s2 (room temperature).

5.6 Normalized Wear Rates Comparison

To quantify the model results in terms of the normalized wear rates the model was 

ran at each velocity interval of the HHSTT mission with the corresponding skin 

temperature provided by Le [65].  All these runs were executed with a specific heat of 4.9

mm2/ s2 for the AISI-1080 at room temperature and a specific heat of 4.5 mm2/ s2

for the VascoMax 300 steel.  Then repeated with a VascoMax300 specific heat of 7.0

mm2/ s2. This value was selected because according to Table V-5 the approximate 

specific heat for the AISI-1080 steel with a temperature of K is about 7.0 mm2/ s2.

For the VascoMax300 the specific heat at high temperatures was not found therefore it 

was assumed to be similar to the one of the AISI-1080 steel, since both have similar 

specific heats at room temperature. All the calculations to obtain the normalized wear 

rates for these runs are presented in appendix A.  The next table summarizes these results.
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Table V-6 Normalized Wear Rates Results Varying the Specific Heat

Table V-6 quantitatively compares the normalized wear rates of the simulations 

with a specific heat of 4.5 mm2/ s2 with those carried out with a specific heat of 7.0

mm2/ s2.  One can see, in this table, that when comparing the simulations carried at the 

same velocity and temperature, the normalized wear rates were always greater with a 

specific heat of 4.5 mm2/ s2. One of the reasons of this difference is that, for the 

simulations carried out at 7.0 mm2/ s2 it takes longer for the material to soften, because 

it requires more heat to increase the temperature of a unit mass by one degree.  

5.7 Total Wear Results

To obtain the wear at each velocity interval the normalized wear rates had to be 

multiplied by the factors affecting the sliding contact and by the sliding distance. Section 

3.10.4 explains the factors that affect the rail-slipper contact and how to incorporate them 

into the formula to estimate the total wear.  The formula used is: 
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1
%

v v v v

v

d uA c c s vV W l w D Cont (V-16)

where lc and wc are the current slipper length and width  that is in contact with the rail, ,
Ds is the sliding distance and %Cont is the percent of distance or time in contact, all of 

these terms estimated for each velocity interval, n.

The normalized wear rates used in this equation were obtained based on the 

calculations presented in the section 5.6.

Since Hale [38] studies concluded that the wear rates are independent from the 

worn history then the velocity profile for the HHSTT mission was partitioned in discrete 

velocity segments. These velocity intervals are presented in Table IV-4.

The calculations to obtain the values of the length in contact were presented on 

section 4.7.  The values employed for this length are those presented in Table IV-4.

The width in contact used for these calculations is a constant value of 90 mm, 

based on the width of the top of the rail.

The sliding distance at each interval was obtained from the DADS data.  These 

values are presented in Table IV-2.

The percent of contact was derived from the DADS data.  DADS reported the 

loads on the slipper at the top and at its bottom lips as explained in section 4.8. These 

values were used to estimate a the percent of time in contact of the slipper on each of the 

velocity intervals as explained in section 4.6 and presented in Table V-8.

With all these values (the current slipper length and width in contact, the sliding 

distance and the percent time in contact, for each velocity interval) one can calculate the 

wear for each velocity interval.   For example, for the velocity interval of 650-750 m/s.  

The model was ran with an initial velocity of 700 m/s and an initial skin temperature of 

Le [65] thermal analysis.  The 

normalized wear rate for this simulation was estimated to be 1.1x10-5 mm3/mm3, as 

explained in section 3.10.3.   The length in contact was obtained from Table IV-4.  This 

value is 7.0 mm.  The width in contact was determined to be a constant value of 90 mm 

(neglecting the slipper roll).   The sliding distance obtained from the DADS data and used 

for the calculations is 160 m.  This values was obtained from Table IV-2.  The percent in 
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contact according to DADS is is 23.78.  This value was obtained from Table V-8. All 

these values are summarized in Table V-7.

Table V-7 Estimated Wear of the 750 -850 m/s Velocity Interval

The wear of the 750-850 m/s velocity interval can be calculated as the product of 

the normalized wear rates by the average length in contact, width in contact, sliding 

distance, and percent in contact of that interval.  For example:

6 5

3

%
(6.45 10 )(7.0)(90)(2 10 )(0.2378)
156.6 mm

n n n nd uA c c s n

d

d

V W l w D Cont
V
V

(V-17)

Appendix A includes tables similar to Table V-7 for each of the mission velocity 

intervals.

To calculate the total wear, one adds the wear results of all the velocity intervals.  

Mathematically expressed, with the formulation developed in Appendix C, section 1.8.2,

as:

1
%

n n n n

n

d uA c c s nV W l w D Cont (V-18)

The following flow chart presents the methodology followed to obtain the total 

wear rates of the HHSTT mission executed in January 2008.

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

800 488 7.0 90 2.E+05 6.45E-06 23.78% 154.6
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In this flow chart one can see the methodology followed on this investigation to

obtain the total wear of the HHSTT scenario based in the 3D FE wear model results.  In

this chart one can see that the model requires inputs from several sources:  From the SHB 

and flyer plate experiments, it requires the JC plasticity and fracture parameters.  This 

parameters should be calibrated at different regions of the velocity and temperature 

spectrum.  From the thermal analysis requires the estimated skin temperature, the 

material melting temperature and the appropriate specific heats.  The surface roughness 

characterization provides the average asperity sizes used in the model geometry.  The 

remaining material parameters were obtained from AFIT’s CTH material database.  

Fed with the appropriate parameters the Abaqus wear model can report the single 

asperity wear.  The output then can be extrapolated to obtain the total wear, based on the 

observations of the system interactions and  the information provided by DADS.  DADS 

provides the velocity profile, sliding distance and the percent of contact at each velocity 

interval.  One then can estimate the effective  area of contact based on the DADS data 

and the system interaction observations. 

Figure V-15 Methodology to Obtain the HHSTT Slipper Wear
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Table V-8 presents a summary of the wear values for each velocity interval

obtained following the methodology presented in the previous flow chart.  This table 

includes the total wear estimated using a specific heat of 4.5 mm2/ K s2 and the results 

using a specific heat of 7.0 mm2/ K s2.

Table V-8 Total Estimated Wear for the HHSTT Mission of January 2008

Section 4.3, explains how the actual slipper dimensions were not measured prior 

to the mission. The original top slipper thickness was assumed based on the technical 

drawings and on the measurements of a new slipper manufactured for Hale [38] 

investigations.  The assumed top slipper thickness was projected to be 14.7 mm.  Based 

v (m/s)
T      (  

)
l c 

(mm)
w c 

(mm) D s  (mm)

Normalized 
 Wear Rate 

(Cp=4.5 
mm2/K*s2)

Normalized 
 Wear Rate 

(Cp=7 
mm2/K*s2) %Cont

Interval 
Wear 
(mm 3 )

Interval 
Wear  (mm 3 )

25 297 11.1 90 6.E+03 3.64E-06 2.52E-06 89.02% 20.1 13.9
100 313 40.5 90 5.E+04 3.30E-06 2.34E-06 72.98% 439.3 311.5
200 323 77.4 90 1.E+05 1.25E-06 8.17E-07 47.28% 412.0 269.1
300 357 117.9 90 2.E+05 1.21E-06 5.24E-07 30.37% 701.3 304.0
400 391 11.1 90 2.E+05 4.18E-06 1.64E-06 26.93% 179.3 70.3
500 422 23.9 90 3.E+05 6.43E-06 4.15E-06 28.90% 1001.8 645.4
600 432 42.4 90 3.E+05 6.85E-06 6.49E-06 24.70% 1936.0 1833.0
700 498 62.6 90 4.E+05 8.70E-06 7.78E-06 19.36% 3985.4 3567.9
800 488 7.0 90 2.E+05 7.73E-06 6.45E-06 23.78% 185.4 154.6
900 487 10.5 90 1.E+05 6.63E-06 6.09E-06 24.72% 167.3 153.7

1000 471 14.0 90 1.E+05 6.90E-06 5.53E-06 23.77% 248.0 198.9
1100 525 21.0 90 1.E+05 7.19E-06 6.98E-06 19.27% 345.8 335.4
1200 608 24.5 90 1.E+05 8.53E-06 7.94E-06 15.82% 428.3 398.9
1300 609 28.0 90 2.E+05 1.07E-05 7.16E-06 15.57% 656.1 438.2
1400 660 35.0 90 2.E+05 1.26E-05 9.94E-06 16.54% 1106.6 870.6
1500 641 38.5 90 3.E+05 1.35E-05 1.10E-05 16.86% 2129.9 1730.7
1500 641 2.0 90 3.E+05 1.35E-05 1.10E-05 6.11% 44.6 36.2
1400 660 6.0 90 3.E+05 1.26E-05 9.94E-06 5.03% 96.0 75.6
1300 609 10.0 90 3.E+05 1.07E-05 7.16E-06 5.10% 128.0 85.5
1200 608 14.0 90 2.E+05 8.53E-06 7.94E-06 5.36% 138.1 128.6
1100 525 18.0 90 2.E+05 7.19E-06 6.98E-06 6.22% 159.3 154.6
1000 471 23.0 90 3.E+05 6.90E-06 5.53E-06 7.30% 312.8 250.9

900 487 10.5 90 3.E+05 6.63E-06 6.09E-06 7.17% 121.4 111.5
800 488 19.9 90 4.E+05 7.73E-06 6.45E-06 6.42% 355.1 296.0
700 498 38.6 90 6.E+05 8.70E-06 7.78E-06 6.23% 1053.1 942.7
650 450 46.7 90 1.E+05 6.85E-06 6.49E-06 7.26% 271.9 257.5

16623.0 mm3

13635.1 mm3

10519.0 mm3

Total Simulated Wear using a Cp=4.5 mm2/K*s2

Total Measured Wear (Based on the technical drawings dimensions)

Total Simulated Wear using a Cp=7.0 mm2/K*s2

il il
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on the assumed thickness, and the thickness measurements of on the top of the recovered 

slipper the total wear of the slipper is estimated to be 10, 520 mm3.

The simulated wear with a specific heat 4.5 mm2/ K s2 was estimated to be16,623

mm3, this value is 58.0% more than the measured wear.  The simulated wear with a 

specific heat 7.0 mm2/ K s2 was estimated to be 13,635 mm3; this value is only 29.6% 

greater than the measured value.  

The wear estimate using a specific heat of heat 7.0 mm2/ K s2 is reasonable 

considering all the required approximations specific to the complex HHSTT scenario.

These approximations include: the estimated original volume of the slipper, the length in 

contact (varying due to the pitch), the percent of time in contact (varying due to the 

bouncing), the lack of the experiments required to obtain some of the material parameters 

(such as the JC dynamic failure ones), the estimated skin temperature based on the 

thermal analysis.

Two factors that can help to refine these total wear estimations include:  First, the 

fact that the slipper experienced some roll during the sliding and due to it, the width in 

contact of the slipper used for the calculations should be reduced.  The width used for 

these estimates was 90 mm, but considering the roll the width in contact should be less 

than this value.  The second factor is the reduction in wear due to the coatings applied to 

the rail.  The slipper traveled the first 4,000 m over a bare rail.  Afterwards it traveled 760 

m over a rail coated with a red oxide and the last 1,059 m over a rail coated with a white 

epoxy.  The impact to wear due to coatings was not in the scope of this investigation. 

These two factors, the effective width in contact and the coatings can easily 

reduce the estimated wear to values less than the measured wear.  
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VI. Summary, Conclusions, Contributions and Recommendations

6.1 Summary

The main objective of this investigation was to develop a FE model able to 

reasonable simulate high-speed sliding wear.  The results presented in this dissertation

demonstrate that this objective was achieved.

The 3D wear model presented in this dissertation was developed building upon

the lessons learned from former AFIT studies, two of these lessons come from Hale[38] 

studies.  Hale[38] concluded that wear can be reasonable predicted simulating the 

collision of a micro-asperity and that the wear rates are independent of the worn history.

Based on the first lesson the model simulates in a 3D manner the micro-asperity 

collisions occurring at the contact points, between the two apparently flat sliding 

surfaces.  Based on the second lesson the velocity profile of the HHSTT scenario was 

partitioned on discrete velocity intervals and the model was ran at each velocity interval 

to calculate its wear rates.

The 3D model was developed using Abaqus, a commercially available FE 

software package.  It incorporates the Johnson-Cook’s plasticity and dynamic failure 

algorithms, Coulomb’s friction equation, and the Mie-Gruneisen Equation of State.  It 

simulates the high-speed wear phenomenon assuming an adiabatic process, where the 

temperature rises due to plastic deformation.

For this model, as for any other, to obtain the proper results one needs to carry the 

appropriate experiments to obtain the parameters required for each of the algorithms used 

on it.  Inappropriate model inputs generally result in inappropriate model outputs.  This is 

an area that can be improved since, due the lack of experimental resources, some of the 

material parameters were based on the values reported for similar materials.

This model reports the wear due to each single asperity collision; therefore, it

requires a methodology to extrapolate these results to obtain the normalized wear rates.  

The extrapolation approach, proposed for this investigation, is based on the surface 

roughness characterization of the materials involved.  It requires the average surface 
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roughness, the number of asperities per unit of area, and the statistical distribution of the 

asperities on the materials. An average surface roughness serves for the extrapolation 

approach but it is required to create the model geometry, the rail assembly was based in 

the average asperity sizes measured during the surface roughness analysis.

With the normalized wear rates estimated, then one can apply these values to the 

macro system of interest to calculate the total wear.  However, wear is a complex process 

that involves many variables both at the micro-asperity collision level and at the macro-

system level.  Recognizing the factors involved in both of these levels is essential to 

produce reasonable predictions.  For the micro-simulations the model requires the proper 

model inputs.  Similarly, for the total wear estimations, one needs to look all the macro-

level system interactions and attempt to determine factors that can influence the total 

wear estimates.  

To avoid difficulties estimating these macro-system interactions the best scenario 

to gather the appropriate wear data is a laboratory, equipped with a test fixture that can 

control the factors contributing to wear.  No such facility is currently available and 

therefore for this investigation, the scenario used for comparison was the HHSTT mission 

executed on January 2008.  

This HHSTT mission is a very complex scenario to simulate. This scenario

introduces many variables to the wear process, specific to it, such as a wide velocity 

range, intermittent contact, pitch, roll, yaw, coatings, etc. To carry out the comparison 

against this scenario, the HHSTT velocity profile was partitioned on several intervals and 

all these factors had to be estimated for each velocity interval.

The model simulations were carried with the estimated velocity and skin 

temperature for each interval.  The model results showed that higher speeds typically 

correlate with higher skin temperatures.  The results also showed that the sliding wear 

simulations are highly dependent on the initial temperatures obtained from the AFIT’s 

thermal studies and on the specific heat introduced into the model.   The thermal 

contributions typically outweighed the strain rate ones at the damage initiation point.

It was important for this investigation to recognize that the specific heat is a 

function of temperature and therefore it should be introduced as such into the model.  The 
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specific heat regulates the temperature increase rate; and therefore is used to calculate the 

temperature at each explicit time increment.  The approximated temperature is then used 

to calculate the homologous temperature employed in both the JC plasticity criterion, to 

evaluate the Von Mises stress and on the JC Dynamic failure criterion to calculate the 

damage initiation criterion

It is important to note that the wear patterns obtained from the simulations 

resemble the morphology of the plastic deformations observed in the slipper micrographs.  

Finally, the simulated results for the HHSTT mission are reasonable considering 

all the approximations specific to the complex HHSTT scenario such as a the estimated

original volume of the slipper, the wide velocity range, the intermittent contact, pitch, 

roll, yaw, coatings, etc.

6.2 Conclusions of Research

The main objective of this investigation was successfully achieved.  The results 

presented in this dissertation demonstrate that this is a reasonable model to simulate 

high-speed sliding wear.

The 3D model was developed using Abaqus.  It incorporates the Johnson-Cook’s 

plasticity and dynamic failure criterions, Coulomb’s friction equation, and the Mie-

Gruneisen equation of state.  These tools have been used by many recent models to 

successfully simulate high-strain-rate problems.  These models include El-Tobgy 

[34], Duan [33], Polyzois [89], Kay [56], and Dean [32].

There is no plasticity or fracture criterion that can predict the material behavior over a 

wide range of temperatures or strain-rates.  Most criterions require these wide ranges 

to be partitioned in smaller ranges and to have the parameters re-calibrated for each 

smaller range.

Under the JC plasticity criterion the material behavior varies as a function of the 

equivalent plastic strain, equivalent plastic strain rate and the temperature.

This criterion predicts the Von Mises stress to increase with higher strain rates 

and decrease with higher temperatures.
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Under an adiabatic process the heat generated in the element by the plastic 

work results in a rise in temperature that decreases the Von Mises stress, or 

softens the material.

For the high-speed sliding wear simulations the material behavior greatly depends on

the initial conditions.

Inappropriate model inputs generally result in inappropriate model outputs.

As one increases the initial sliding velocity the elements collide at higher.

strain rates and these higher strain rates tend to increase the Von Mises stress.

An incorrect initial skin temperature can lead to significant errors on the wear 

estimates.  Typically the greater this temperature, the softer the initial state of 

the material, which leads to a greater simulated damage.

An incorrect specific heat value can lead to erroneous wear rates, since it 

controls the rate of change of the temperature. The smaller the specific heat 

the greater the temperature increments and consequently the steeper the 

temperature slope. A steeper slope causes the material to thermally soften 

faster.

The specific heat depends on the material’s temperature and it is important to 

introduce it as function of temperature into the model.  Mistakenly using the 

specific heat reported at room temperature can lead to over estimates of wear.

The maximum contributions to Von Mises stress due to the strain rates and 

temperatures occur at the damage initiation point.

The greater the initial speed the greater the strain rate contribution.

Greater initial speeds generally correlated with higher skin temperatures.

The thermal contributions typically outweigh the strain rate ones near the 

damage initiation point.

The maximum contributions to the failure strain, due to the strain rates and 

temperatures, also occur at the damage initiation point.
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The strain rate contributions don’t vary too much for the high-speeds.

The thermal contributions are typically greater than the strain rate ones.

Wear is a complex process that involves many variables both at the micro-asperity 

collision level and at the macro-system level.  Recognizing the factors involved in 

both of these levels is essential to produce reasonable predictions.

For the total wear estimations, one needs to scrutinize all the macro-level 

system interactions and attempt to determine factors that can influence the

total wear estimates such as a wide velocity range, intermittent contact, pitch, 

roll, yaw, coatings, etc.

It is possible to decrease the total wear calculations by including the roll effects and 

also by including the effects of coating (which needs to be studied).

Creating a model with a gap between the two sliding surfaces simulates better the real 

contact at the micro-level, since the contact between flat surfaces only occurs at 

distinct contact points.  In addition, this gap provides a place where the failed 

elements can be assumed to go after fracture and helps avoid excessive shear.

The general contact algorithm used for this model allows the surfaces to evolve by 

removing the elements from the mesh, once the material stiffness is fully degraded.

The simulated wear patterns obtained using this element removal feature

resemble the morphology of the plastic deformations observed in the 

micrographs of the worn slipper.

6.3 Significant Contributions

Provided an  extrapolation method based on the surface characterization analysis.

The method is based on the average roughness and the distribution of the 

asperities.  It replaced the requirement for a spherical factor to convert the 

2D simulations and the requirement to calibrate against a factor obtained 

from Archard’s low strain rate experiments.
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Provided a better understanding of the physical factors influencing the wear of the 

HHSTT mission and a simple methodology to estimate some of them.

Shifted the focus away from the micro-level simulation to observe the “big 

test picture”. Scrutinized all the macro-level system interactions and 

approximated the factors that can influence the total wear estimates such 

as a wide velocity range, intermittent contact, pitch, roll, coatings, etc.

Improved the wear results with simplistic estimates to account for the 

slipper’s intermittent contact and six degrees of freedom.

Other original contributions, from this investigation, include:

Shifted AFIT’s wear prediction approach from simulatimg it with 2D FE plane-

strain models to simulating it with a 3D FE model.

Recognized the influence of the specific heat in the wear process.  Highlighted

that the specific heat controls the temperature that determines the thermal 

contributions to both the JC plasticity and failure criterions.

6.4 Recommendations for Future Research

For this investigations the JC parameters obtained from the Split-Hopkinson bar 

tests were adjusted with the results from the flyer plate tests, but this research

simulations are carried even at greater temperatures and-strain-rates than those 

experienced during the flyer plate tests

One should consider calibrating the JC parameters at various temperatures 

and velocity ranges to avoid employing the same parameters for a wide 

range of strain rates or temperatures.

One may consider even investigating alternative criterions, since this JC 

failure criterion is limited in covering anisotropic material properties.

The effective width in contact for the slipper recovered from the HHSTT can also 

be further investigated.  The slipper experienced some roll during the sliding and 
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due to it; the width in contact of the slipper varies.  The width used for these 

estimates was 90 mm, but considering the roll the effective width in contact 

should be less than this value.  One should consider using a more appropriate 

width more likely can reduce these total wear estimations.

One should consider refining the thermal analysis, since; the wear results are 

heavily dependent on the estimated skin temperatures.

One should consider obtaining the appropriate specific heat as function of 

temperature for the VascoMax 300 steel.

One should consider also obtaining the appropriate JC dynamic failure 

parameters, d1 trough d5, for the VascoMax 300 steel.  For these model 

simulations these parameters were substituted with those of the Ti6Al4V alloy, 

which has similar mechanical properties than the VascoMax 300 steel.
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Appendix A. Model Results for Each Velocity Interval

This appendix presents pictures of the Abaqus simulated wear patterns, carried 

out with different initial velocities and temperatures.

It includes the tabulated calculations to obtain the normalized wear rates 

according to the following equations:
5

1
# %

n

uA v uA n SA n v
n

V Asp Asp V (A-1)

uA
uA

s

VW D (A-2)

where n is the index denoting the asperity size in micrometers , SA vV is the simulated 

wear due to an asperity of size n colliding at a velocity v (from the Abaqus simulation 

reports such as the one included in Apendix B), # uAAsp is the number of asperities per 

unit of area, % nAsp is the percentage of asperitiesis of size n (based in the AISI-1080 

asperity distribution)

This appendix also contains the tabulated calculations to obtain the 

estimated sliding wear from each velocity interval.  These calculations are based in the 

following equation, developed in Appendix C, section 1.8.2.

1
%

v v v v

v

d uA c c s vV W l w D Cont (A-3)

where  lc is the estimated length in contact (from Table IV-4). wc is the estimated width in 

contact (from Table V-1)  , Ds is the sliding distance at the velocity interval v (from Table 

IV-2) and %Cont is the percent of time in contact for that velocity interval (from Table 

V-8) .
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V Asp Asp V

A.1 Results for the 0-50 m/s Interval 

Figure A-1

Table A-1 Normalized Wear at 25 m/s

Table A-2 Estimated Wear of the 0-50 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 2.25E-08 601 11.1% 1.50E-06
5 3.04E-08 601 5.6% 1.02E-06

uA-v 2.52E-06

WuA= 2.5E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

25 297 11.1 90 6.E+03 2.52E-06 89.02% 13.9
il il

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.2 Results for the 50-150 m/s Interval 

Figure A-2

Table A-3 Normalized Wear at 100 m/s

Table A-4 Estimated Wear of the 50-150 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 1.34E-08 601 11.1% 8.93E-07
5 4.34E-08 601 5.6% 1.45E-06

uA-v 2.34E-06

WuA= 2.3E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

100 313 40.5 90 5.E+04 2.34E-06 72.98% 311.5

1
%

v v v v

v

d uA c c s vV W l w D Cont
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# %
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uA v uA n SA n v
n

V Asp Asp V

A.3 Results for the 150-250 m/s Interval 

Figure A-3

Table A-5 Normalized Wear at 200 m/s

Table A-6 Estimated Wear of the 150-250 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 1.94E-09 601 11.1% 1.30E-07
5 2.06E-08 601 5.6% 6.87E-07

uA-v 8.17E-07

WuA= 8.2E-07 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

200 323 77.4 90 1.E+05 8.17E-07 47.28% 269.1

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.4 Results for the 250-350 m/s Interval 

Figure A-4

Table A-7 Normalized Wear at 300 m/s

Table A-8 Estimated Wear of the 250 -350 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 9.86E-10 601 11.1% 6.59E-08
5 1.37E-08 601 5.6% 4.58E-07

uA-v 5.24E-07

WuA= 5.2E-07 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

300 357 117.9 90 2.E+05 5.24E-07 30.37% 304.0

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.5 Results for the 350-450 m/s Interval 

Figure A-5

Table A-9 Normalized Wear at 400 m/s

Table A-10 Estimated Wear of the 350 -450 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 0.00E+00 601 11.1% 0.00E+00
5 4.91E-08 601 5.6% 1.64E-06

uA-v 1.64E-06

WuA= 1.6E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

400 391 11.1 90 2.E+05 1.64E-06 26.93% 70.3

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.6 Results for the 450-550 m/s Interval 

Figure A-6

Table A-11 Normalized Wear at 500 m/s

Table A-12 Estimated Wear of the 450 -550 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 9.02E-09 601 11.1% 6.02E-07
5 1.06E-07 601 5.6% 3.54E-06

uA-v 4.15E-06

WuA= 4.1E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

500 422 23.9 90 3.E+05 4.15E-06 28.90% 645.4

1
%

v v v v

v

d uA c c s vV W l w D Cont



118

5

1
# %

n

uA v uA n SA n v
n

V Asp Asp V

A.7 Results for the 550-650 m/s Interval 

Figure A-7

Table A-13 Normalized Wear at 600 m/s

Table A-14 Estimated Wear of the 550 -650 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 3.38E-08 601 11.1% 2.26E-06
5 1.27E-07 601 5.6% 4.23E-06

uA-v 6.49E-06

WuA= 6.5E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

600 432 42.4 90 3.E+05 6.49E-06 24.70% 1833.0

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.8 Results for the 650-750 m/s Interval 

Figure A-8

Table A-15 Normalized Wear at 700 m/s

Table A-16 Estimated Wear of the 650 -750 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 4.93E-08 601 11.1% 3.29E-06
5 1.34E-07 601 5.6% 4.49E-06

uA-v 7.78E-06

WuA= 7.8E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

700 498 62.6 90 4.E+05 7.78E-06 19.36% 3567.9

1
%

v v v v

v

d uA c c s vV W l w D Cont



120

5

1
# %

n

uA v uA n SA n v
n

V Asp Asp V

A.9 Results for the 750-850 m/s Interval 

Figure A-9

Table A-17 Normalized Wear at 800 m/s

Table A-18 Estimated Wear of the 750 -850 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 3.73E-08 601 11.1% 2.49E-06
5 1.18E-07 601 5.6% 3.95E-06

uA-v 6.45E-06

WuA= 6.4E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

800 488 7.0 90 2.E+05 6.45E-06 23.78% 154.6

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.10 Results for the 850-950 m/s Interval 

Figure A-10

Table A-19 Normalized Wear at 900 m/s

Table A-20 Estimated Wear of the 850 -950 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 3.00E-08 601 11.1% 2.00E-06
5 1.22E-07 601 5.6% 4.09E-06

uA-v 6.09E-06

WuA= 6.1E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

900 487 10.5 90 1.E+05 6.09E-06 24.72% 153.7

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.11 Results for the 950-1050 m/s Interval 

Figure A-11

Table A-21 Normalized Wear at 1000 m/s

Table A-22 Estimated Wear of the 950 -1050 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 2.77E-08 601 11.1% 1.85E-06
5 1.10E-07 601 5.6% 3.68E-06

uA-v 5.53E-06

WuA= 5.5E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

1000 471 14.0 90 1.E+05 5.53E-06 23.77% 198.9

1
%

v v v v

v

d uA c c s vV W l w D Cont



123

5

1
# %

n

uA v uA n SA n v
n

V Asp Asp V

A.12 Results for the 1050-1150 m/s Interval 

Figure A-12

Table A-23 Normalized Wear at 1100 m/s

Table A-24 Estimated Wear of the 1050 -1150 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 3.65E-08 601 11.1% 2.43E-06
5 1.36E-07 601 5.6% 4.54E-06

uA-v 6.98E-06

WuA= 7.0E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

1100 525 21.0 90 1.E+05 6.98E-06 19.27% 335.4

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.13 Results for the 1150-1250 m/s Interval 

Figure A-13

Table A-25 Normalized Wear at 1200 m/s

Table A-26 Estimated Wear of the 1150 -1250 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 4.95E-08 601 11.1% 3.31E-06
5 1.39E-07 601 5.6% 4.63E-06

uA-v 7.94E-06

WuA= 7.9E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

1200 608 24.5 90 1.E+05 7.94E-06 15.82% 398.9

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.14 Results for the 1250-1350 m/s Interval 

Figure A-14

Table A-27 Normalized Wear at 1300 m/s

Table A-28 Estimated Wear of the 1250 -1350 m/s Velocity Interval

1300m/s 609K
n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 4.72E-08 601 11.1% 3.15E-06
5 1.20E-07 601 5.6% 4.01E-06

uA-v 7.16E-06

WuA= 7.2E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

1300 609 28.0 90 2.E+05 7.16E-06 15.57% 438.2

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.15 Results for the 1350-1450 m/s Interval 

Figure A-15

Table A-29 Normalized Wear at 1400 m/s

Table A-30 Estimated Wear of the 1350 -1450 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 1.06E-08 601 27.8% 1.76E-06
4 5.13E-08 601 11.1% 3.42E-06
5 1.42E-07 601 5.6% 4.76E-06

uA-v 9.94E-06

WuA= 9.9E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

1400 660 35.0 90 2.E+05 9.94E-06 16.54% 870.6

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.16 Results for the 1450-1530 m/s Interval 

Figure A-16

Table A-31 Normalized Wear at 1500 m/s

Table A-32 Estimated Wear of the 1450 -1530 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 1.28E-08 601 27.8% 2.14E-06
4 5.88E-08 601 11.1% 3.92E-06
5 1.47E-07 601 5.6% 4.91E-06

uA-v 1.10E-05

WuA= 1.1E-05 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

1500 641 38.5 90 3.E+05 1.10E-05 16.86% 1730.7

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.17 Results for the 1530-1450 m/s Interval 

Figure A-17

Table A-33 Normalized Wear at 1500 m/s

Table A-34 Estimated Wear of the 1530 -1450 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 1.28E-08 601 27.8% 2.14E-06
4 5.88E-08 601 11.1% 3.92E-06
5 1.47E-07 601 5.6% 4.91E-06

uA-v 1.10E-05

WuA= 1.1E-05 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

1500 641 2.0 90 3.E+05 1.10E-05 6.11% 36.2

1
%

v v v v

v

d uA c c s vV W l w D Cont



129

5

1
# %

n

uA v uA n SA n v
n

V Asp Asp V

A.18 Results for the 1450-1350 m/s Interval 

Figure A-18

Table A-35 Normalized Wear at 1400 m/s

Table A-36 Estimated Wear of the 1350 -1450 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 1.06E-08 601 27.8% 1.76E-06
4 5.13E-08 601 11.1% 3.42E-06
5 1.42E-07 601 5.6% 4.76E-06

uA-v 9.94E-06

WuA= 9.9E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

1400 660 6.0 90 3.E+05 9.94E-06 5.03% 75.6

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.19 Results for the 1350-1250 m/s Interval 

Figure A-19

Table A-37 Normalized Wear at 1300 m/s

Table A-38 Estimated Wear of the 1350 -1250 m/s Velocity Interval

1300m/s 609K
n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 4.72E-08 601 11.1% 3.15E-06
5 1.20E-07 601 5.6% 4.01E-06

uA-v 7.16E-06

WuA= 7.2E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

1300 609 10.0 90 3.E+05 7.16E-06 5.10% 85.5

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.20 Results for the 1250-1150 m/s Interval 

Figure A-20

Table A-39 Normalized Wear at 1200 m/s

Table A-40 Estimated Wear of the 1250 -1150 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 4.95E-08 601 11.1% 3.31E-06
5 1.39E-07 601 5.6% 4.63E-06

uA-v 7.94E-06

WuA= 7.9E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

1200 608 14.0 90 2.E+05 7.94E-06 5.36% 128.6

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.21 Results for the 1150-1050 m/s Interval 

Figure A-21

Table A-41 Normalized Wear at 1100 m/s

Table A-42 Estimated Wear of the 1150 -1050 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 3.65E-08 601 11.1% 2.43E-06
5 1.36E-07 601 5.6% 4.54E-06

uA-v 6.98E-06

WuA= 7.0E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

1100 525 18.0 90 2.E+05 6.98E-06 6.22% 154.6

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.22 Results for the 1050-950 m/s Interval 

Figure A-22

Table A-43 Normalized Wear at 1000 m/s

Table A-44 Estimated Wear of the 1050 -950 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 2.77E-08 601 11.1% 1.85E-06
5 1.10E-07 601 5.6% 3.68E-06

uA-v 5.53E-06

WuA= 5.5E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

1000 471 23.0 90 3.E+05 5.53E-06 7.30% 175.6

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.23 Results for the 950-850 m/s Interval 

Figure A-23

Table A-45 Normalized Wear at 900 m/s

Table A-46 Estimated Wear of the 950 -850 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 3.00E-08 601 11.1% 2.00E-06
5 1.22E-07 601 5.6% 4.09E-06

uA-v 6.09E-06

WuA= 6.1E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

900 487 10.5 90 3.E+05 6.09E-06 7.17% 78.1

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.24 Results for the 850-750 m/s Interval 

Figure A-24

Table A-47 Normalized Wear at 800 m/s

Table A-48 Estimated Wear of the 850 -750 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 3.73E-08 601 11.1% 2.49E-06
5 1.18E-07 601 5.6% 3.95E-06

uA-v 6.45E-06

WuA= 6.4E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

800 488 19.9 90 4.E+05 6.45E-06 6.42% 207.2

1
%

v v v v

v

d uA c c s vV W l w D Cont
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A.25 Results for the 750-622 m/s Interval 

Figure A-25

Table A-49 Normalized Wear at 700 m/s

Table A-50 Estimated Wear of the 650 -750 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 4.93E-08 601 11.1% 3.29E-06
5 1.34E-07 601 5.6% 4.49E-06

uA-v 7.78E-06

WuA= 7.8E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

700 498 38.6 90 6.E+05 7.78E-06 6.23% 659.9

1
%

v v v v

v

d uA c c s vV W l w D Cont
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Figure A-26

Table A-51 Normalized Wear at 600 m/s

Table A-52 Estimated Wear of the 650 -622 m/s Velocity Interval

n V SA-n-v  

(mm 3 )
#Asp 
/mm 2 %Aspn

VuA-v  

(mm3/mm2)

1 0.00E+00 601 25.0% 0.00E+00
2 0.00E+00 601 30.6% 0.00E+00
3 0.00E+00 601 27.8% 0.00E+00
4 3.38E-08 601 11.1% 2.27E-06
5 1.27E-07 601 5.6% 4.21E-06

uA-v 6.48E-06

WuA= 6.5E-06 mm3/mm3

v
(m/s)

T      
( )

l c 

(mm)
w c 

(mm)
D s 

(mm) W uA %Cont

Interval 
Wear 
(mm 3 )

635 450 46.7 90 1.E+05 6.48E-06 7.26% 175.8

1
%

v v v v

v

d uA c c s vV W l w D Cont



138

Appendix B. Example of the Abaqus Sliding Wear Report

The following is an example of a report requested to Abaqus to estimate the 

sliding wear.  These reports directly provide the initial volume of each failed element 

(EVOL) and the cumulative volume of failed elements in each model part, assumed to be 

this part wear.  It reports only the failed elements based in the binary STATUS variable, 

which has a value of 1 if the element is active or 0 if it has failed.  The report is the one 

obtained from the simulations carried with an initial velocity of 25 m/s. The reports from 

all the other velocities had many more failed elements and therefore are much longer than 

this one. For this reason only one of such reports was included in this appendix.

*******************************************************************************
Field Output Report, written Mon Jun 28 10:43:38 2013
Source 1

ODB: C:/rbuentel/Documents/3DModel/MultiAsp/HHSTTFinal/H025ms_15um_297K.odb
Step: Step-1
Frame: Increment         0: Step Time = 0.0

Loc 1 : Whole element values from source 1
Output sorted by column "Element Label".

Field Output reported for whole element for part: SLIPERW4-1
Element            EVOL

           Label          @Loc 1
---------------------------------
           44746     212.443E-12
           44747     212.238E-12
           45020     204.759E-12
           45072     200.881E-12
           45073     202.680E-12
           45083     208.438E-12
           45087     205.594E-12
           45112     200.207E-12
           45485     203.724E-12
           45549     212.448E-12
           45550     212.243E-12
           45578     208.840E-12
           45821     211.859E-12
           45823     204.764E-12
           45875     200.886E-12
           45876     202.685E-12
           45886     208.443E-12
           45888     212.063E-12
           45890     205.600E-12
           45915     200.212E-12
           46288     203.719E-12
           46352     212.443E-12
           46353     212.238E-12
           46354     186.632E-12
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           46381     208.835E-12
           46597     192.582E-12
           46621     195.469E-12
           46624     211.854E-12
           46626     204.759E-12
           46678     200.881E-12
           46679     202.680E-12
         46689     208.438E-12
           46691     212.058E-12
           46693     205.594E-12
           46718     200.207E-12
           47091     203.719E-12
           47092     189.656E-12
           47155     212.443E-12
           47156     212.238E-12
           47157     186.632E-12
           47184     208.835E-12
           47400     192.582E-12
           47424     195.469E-12
           47427     211.854E-12
           47429     204.759E-12
           47481     200.881E-12
           47482     202.680E-12
           47492     208.438E-12
           47494     212.058E-12
           47496     205.594E-12
           47521     200.207E-12
           47894     203.719E-12
           47895     189.656E-12
           47958     212.443E-12
           47959     212.238E-12
           47960     186.632E-12
           47987     208.835E-12
           48203     192.582E-12
           48227     195.469E-12
           48230     211.854E-12
           48232     204.759E-12
           48284     200.881E-12
         48285     202.680E-12
           48295     208.438E-12
           48297     212.058E-12
           48299     205.594E-12
           48324     200.207E-12
           48697     203.719E-12
           48698     189.656E-12
           48761     212.443E-12
           48762     212.238E-12
           48763     186.632E-12
           48790     208.835E-12
           49006     192.582E-12
           49030     195.469E-12
           49033     211.854E-12
           49035     204.759E-12
           49087     200.881E-12
           49088     202.680E-12
           49098     208.438E-12
           49100     212.058E-12
           49102     205.594E-12
           49127     200.207E-12
           49564     212.448E-12
           49565     212.243E-12
           49593     208.840E-12
           49809     192.586E-12
           49836     211.859E-12
           49838     204.764E-12
           49890     200.886E-12
           49891     202.685E-12
           49901     208.443E-12
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           49903     212.063E-12
           49905     205.600E-12
           49930     200.212E-12
           50367     212.443E-12
           50396     208.835E-12
           50639     211.854E-12
           50641     204.759E-12
           50693     200.881E-12
           50694     202.680E-12
           50706     212.058E-12
           50708     205.594E-12
           50733     200.207E-12
           51199     208.835E-12
           51444     204.759E-12
           51496     200.881E-12
           51497     202.680E-12
           51511     205.594E-12
           51536     200.207E-12

           Total     22.4884E-09

Field Output reported for whole element for part: SLIPERW5-1
Element            EVOL

           Label          @Loc 1
---------------------------------
           71157     221.516E-12
           71158     216.335E-12
           71900     211.675E-12
           71952     221.510E-12
           71953     216.330E-12
           71991     227.084E-12
           72418     212.799E-12
           72665     222.924E-12
           72695     211.680E-12
           72747     221.516E-12
           72748     216.335E-12
           72786     227.090E-12
           73213     212.794E-12
           73240     205.654E-12
           73460     222.919E-12
           73488     203.038E-12
           73490     211.675E-12
           73542     221.510E-12
           73543     216.330E-12
           73557     207.137E-12
           73581     227.084E-12
           74006     196.962E-12
           74007     196.186E-12
           74035     205.659E-12
           74255     222.924E-12
           74283     203.043E-12
           74285     211.680E-12
           74337     221.516E-12
           74338     216.335E-12
           74350     199.261E-12
           74352     207.142E-12
           74376     227.090E-12
           74801     196.957E-12
           74802     196.181E-12
           74803     212.794E-12
           74830     205.654E-12
           74839     210.371E-12
           75050     222.919E-12
           75078     203.038E-12
           75080     211.675E-12
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           75132     221.510E-12
           75133     216.330E-12
           75145     199.256E-12
           75147     207.137E-12
           75171     227.084E-12
           75531     193.427E-12
           75596     196.962E-12
           75597     196.186E-12
           75598     212.799E-12
           75625     205.659E-12
           75634     210.376E-12
           75845     222.924E-12
           75873     203.043E-12
           75875     211.680E-12
           75927     221.516E-12
           75928     216.335E-12
           75938     193.579E-12
           75940     199.261E-12
           75942     207.142E-12
           75966     227.090E-12
           76326     193.423E-12
           76391     196.957E-12
           76392     196.181E-12
           76393     212.794E-12
           76420     205.654E-12
           76429     210.371E-12
           76640     222.919E-12
           76665     191.023E-12
           76668     203.038E-12
           76670     211.675E-12
           76722     221.510E-12
           76723     216.330E-12
           76733     193.574E-12
           76735     199.256E-12
           76737     207.137E-12
           76761     227.084E-12
           77121     193.423E-12
           77186     196.957E-12
           77187     196.181E-12
           77188     212.794E-12
           77215     205.654E-12
           77224     210.371E-12
           77435     222.919E-12
         77460     191.023E-12
           77463     203.038E-12
           77465     211.675E-12
           77517     221.510E-12
           77518     216.330E-12
           77528     193.574E-12
           77530     199.256E-12
           77532     207.137E-12
           77556     227.084E-12
           77916     193.427E-12
           77981     196.962E-12
           77982     196.186E-12
           77983     212.799E-12
           78010     205.659E-12
           78019     210.376E-12
           78230     222.924E-12
           78231     208.715E-12
           78255     191.027E-12
           78258     203.043E-12
           78260     211.680E-12
           78312     221.516E-12
           78313     216.335E-12
           78323     193.579E-12
           78325     199.261E-12
           78327     207.142E-12
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           78351     227.090E-12
           78711     193.423E-12
           78776     196.957E-12
           78777     196.181E-12
           78778     212.794E-12
           78788     210.115E-12
           78805     205.654E-12
           78814     210.371E-12
           79025     222.919E-12
           79026     208.710E-12
           79050     191.023E-12
           79053     203.038E-12
           79055     211.675E-12
           79107     221.510E-12
           79108     216.330E-12
           79118     193.574E-12
           79120     199.256E-12
           79122     207.137E-12
           79146     227.084E-12
           79571     196.962E-12
           79573     212.799E-12
           79600     205.659E-12
           79820     222.924E-12
           79848     203.043E-12
           79850     211.680E-12
           79902     221.516E-12
           79903     216.335E-12
           79915     199.261E-12
           79917     207.142E-12
           79941     227.090E-12
           80368     212.794E-12
           80615     222.919E-12
           80645     211.675E-12
           80697     221.510E-12
           80698     216.330E-12
           80712     207.137E-12
           80736     227.084E-12

           Total     30.4188E-09
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Appendix C. Theoretical Background

The wear scenario simulated has to do with micro-level asperities colliding at 

high speeds.  This scenario involves a complex wear problem that requires the 

understanding of several topics such as large displacements, large strains, large strain 

rates, viscoplastic flow stress, conservation equations, energy methods, finite element 

(FE) integration methods, shock waves, equations of state, adiabatic process, surface 

interactions, etc.  This appendix will provide the pertinent theory for this problem.  Most 

of this theory was obtained from the Abaqus Analysis User’s Manual [31]. This theory 

will be presented summarizing the Abaqus Analysis User’s Manual development [31]:

Section 1.1 -- Description, Mesh, and Formulation 

Section 1.2 -- Deformation, Stress and Strain measures

Section 1.3 -- Conservation Equations & Virtual Work

Section 1.4 -- Elasto-Viscoplastic Material Behavior

Section 1.5 -- FE Concepts and Algorithms

Section 1.6 -- Mie -Gruneisen Equation of State Concepts 

Section 1.7 -- Surface Characteristics and Interactions

Section 1.8 -- Experimentation and Extrapolation Concepts

It must be pointed out that many of these sections are missing the detailed 

background theory since each section could become an appendix itself.  The theory 

presented only shows the important features utilized by this wear model.   It is the intent 

of this appendix to include a great deal of information from many different references.  

These references will be included as at the appropriate point in the write up. This 

appendix is meant to be a good reference for students that may succeed after the author.
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1.1 Description, Mesh and Formulation

1.1.1 Types of Descriptions: 

When analyzing the time dependent material behavior it is necessary to describe 

the evolution of their translation and morphology throughout time.  There are two main 

ways to describe this evolution, either using a Lagrangian or an Eulerian description.

1.1.1.1 Lagrangian Description: 

The Lagrangian or material description states motion as a function, of the 

material’s original, reference, or undeformed state coordinates, X, and time, t.  

Mathematically expressed as f(X, t), where the independent variables are the position 

coordinates of the original state (X1, X2 and X3) and time, t.

1.1.1.2 Eulerian Description: 

The Eulerian or spatial description states motion as a function, f, of the material’s 

current or deformed state coordinates, x, and time, t.  Mathematically expressed as f(x, t),

where the independent variables are the position coordinates of the current state (x1, x2

and x3) and time, t.

Usually one states the Eulerian coordinate system as fixed in space, where the 

material particles pass thru this fixed system.

1.1.2 Types of Meshes:

FE models divide a structure of interest into finite elements.  These elements are 

composed of various points, called nodes.  Each of these nodes connects to its contiguous 

nodes creating a web throughout the structure.  This web is called a mesh. The mesh is

programmed with all the necessary information to simulate how the structure will 

respond to the applied conditions.  During the analysis this mesh carries this information 

throughout the structure.  There are two main ways to mesh structures involving the

motion of deformable materials; either with a Lagrangian or an Eulerian meshes [106].
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1.1.2.1 Lagrangian Mesh

On a Lagrangian mesh the material is confined into each element of the mesh and 

therefore no other material can pass through it.  The mesh deforms as the body deforms.  

Figure C-1, shows a Lagrangian mesh, both the mesh nodes (green) and the points 

representing the confined material (purple) change position as the body deforms.

This figure, one can also observe the boundary nodes remain on the edge facilitating 

the application of boundary and interface conditions [106].

Figure C-1 Lagrangian Mesh [106].

The mesh of this 3D wear model is Lagrangian and it moves with the material 

throughout the micro-asperity collision event.  This Lagrangian approach was followed 

based on the lessons learned from previous AFIT studies, carried out by Hale [232], and 

the FEA package selected to carry out the simulations, Abaqus.

1.1.2.2 Eulerian Mesh

The Eulerian mesh is a background mesh, fixed in space.  For this type of mesh 

the nodes remain in their original position and the material particles flows through the 

mesh, as it deforms.  Figure C-2, shows how the mesh nodes (green) remain fixed and the 

materials points (purple) flow through it  The position of a material point relative to the 

nodes varies with the motion.
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Figure C-2 Eulerian Mesh [106].

This type of mesh is not used for this 3D FE wear model; however it is used in the 

CTH hydrocode selected to carry out the sliding wear thermal analysis [66] and by some 

of the previous 2D wear models developed at AFIT [26, 46]. 

1.1.3 Types of FE Formulations

There are various ways to formulate, in FE, the motion of deformable materials 

throughout time.  The formulas can be Lagrangian, Updated Lagrangian, Eulerian, or 

Lagrangian-Eulerian..

1.1.3.1 Total Lagrangian Formulation:

This is a strictly Lagrangian approach used for structures modeled with 

Lagrangian meshes.  In this formulation one traces material time dependent behavior with 

respect to the material (Lagrangian) coordinates, X, and time, t [59].  This formulation 

involves only Lagrangian stress-strain measures such as the second Piola-Kirchhoff stress 

(section 1.2.17), the objective strain referred as the Green strain tensor (section 1.2.9)

[59].  It becomes problematic for large deformations, especially in relating the stress to 

strain while satisfying the compatibility relations.  Instead of using this approach, Abaqus 

typically uses the updated Lagrangian approach.
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1.1.3.2 Updated Lagrangian formulation: 

The Updated Lagrangian Formulation (ULF) is another way to analyze problems 

simulated with a Lagrangian mesh. This formulation traces material time dependent 

behavior with respect to the material (Lagrangian) coordinates, X, and time, t, however, 

this formulation is typically expressed via Eulerian stress-strain measures.  All the 

Lagrangian stress-strain measures are substituted, via transformations of tensors and 

mappings of configurations, with Eulerian stress-strain measures [59].  

The ULF is conventionally used with a Lagrangian mesh but is expressed in 

Eulerian measures, such as the Cauchy stress (section 1.2.14), the rate of deformation 

(section 1.2.7), and the Jaumann stress rate (section 1.2.22).  Its derivatives are with 

respect to the spatial (Eulerian) coordinates; and its integrals evaluated over the deformed 

or current (Eulerian) configuration [59].

In an ULF, the deformed configuration (Eulerian) at the end of the explicit time 

increment is taken as the initial or reference state (Lagrangian) for the subsequent time 

increment and this process is continually updated as the explicit time steps (section 1.5.2)

proceed.  In other words, one traces the material deformation by fixing an axis passing 

through the displaced point at the end of a time increment, (Eulerian coordinate system).  

Then, one uses this previously Eulerian point as the reference coordinate system 

(Lagrangian) for the next time increment [59].

For the formulations presented in this paper, it is important to understand that 

since the ULF is employed then one deals with incremental deformations.  Therefore, one 

doesn’t integrate over the entire deformed volume, one integrates only over the 

incremental volume of each explicit time step (section 1.5.2).  In the ULF at each time 

step the initial, reference , Lagrangian Volume, V0, is the deformed, Eulerian, current 

volume, V, of the previous step.  In other words V0i=Vi-1 where "i" is the suffix that 

represents the explicit time step.  In other words, in the ULF the "Lagrangian" original 

volume V0 of a step, it is certainly the Eulerian deformed volume V from the previous 

step.

The following sections will define both, the Lagrangian and Eulerian stress and 

strain measures (sections 1.2.9 through 1.2.17), how to transform these measures from 
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Eulerian to Lagrangian (Section 1.2.23) and vice versa, and the formulation required to 

develop the ULF (section 1.3.6).   For example:

Section 1.2.23 will define the stress-strain work conjugates and will explain how 

their product is a scalar called the internal work, Uint.  This scalar can be expressed in 

either Lagrangian or Eulerian measures as:

0

int 0 int      or     
V V

U dV U dV (C-1)

where Uint is the internal work,  is the logarithmic strain, is the Second Piola-

Kirchhoff stress tensor, is the Cauchy stress tensor, V is the current deformed volume 

(Eulerian) and V0 is the reference volume (Lagrangian) [59].  Keep in mind that in an 

ULF the deformed volume at the end of a time step becomes the reference volume for the 

next time step.

Section 1.2.23 will also explain how using the Cauchy stress becomes 

problematic for large displacements, since in this case the stress is acting over an area 

with a changing volume.  This section explains how one can substitute the Cauchy stress, 

for the product of the Kirchhoff stress, , (defined in 1.2.15), and the Jacobian matrix, J,

(defined in section 1.2.4) to balance any volume change during the motion [59].
1

int
V

U J dV (C-2)

Section 1.3.6 develops the formulation to apply these internal work scalars in the 

virtual work principle, expressed in an Updated Lagrangian form as:

:     
V S V

D dV v t dS dV (C-3)

where V is the volume the current configuration (Eulerian), S is the surface surrounding 

the current volume,  , D is the strain rate or rate of deformation, v is 

the velocity, t is the traction vector, and f is the body force per unit of current volume.  

Keep in mind that in an ULF the deformed volume at the end of a time step becomes the 

reference volume for the next time step [59].

This ULF is the one employed in this 3D wear model, built in Abaqus, with a 

Lagrangian mesh, to solve the system of equations for this problem.
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1.1.3.3 Eulerian and Lagrangian-Eulerian formulations: 

This 3D FE wear model was developed using a Lagrangian mesh and Abaqus 

uses the Updated Lagrangian Formulation to solve the simulations.  The Eulerian and 

Lagrangian-Eulerian formulations mention next are only stated for completeness of the 

concepts presented in this document.

The Eulerian approach is stated as a function of the spatial coordinates and 

employs Eulerian stress-strain measures.  On this approach the mesh is fixed in space and 

the material is passing thru it.  This Eulerian formulation is typically used for fluid 

mechanics [59].  The Lagrangian approach is typically used for deformation of solids.

In recent years, the Lagrangian and Eulerian approaches have been combined to 

develop Lagrangian-Eulerian methods to model large deformation of solids.  Abaqus 

offers the capability to use an adaptive Lagrangian-Eulerian technique; however, for this 

model the technique wasn’t used because it doesn’t work properly with the element 

deletion feature employed in this model and presented in section 3.5.5.

1.2 Deformation, Stress and Strain Measures

1.2.1 Displacement 

A displacement is a change in position and/or morphology of a continuum body.  

The displacement can be expressed in terms of a rigid-body displacement and a 

deformation. The rigid-body displacement is the translation and/or rotation of the body 

without changing its morphology.  Deformation is the morphing in shape and/or size of 

the body from an initial state.  Figure C-3 Body Displacement Representation [106]

depicts the displacement of a continuum body [93].
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1.2.2 Displacement Vector

Figure C-3 Body Displacement Representation [106]

The displacement vector encompasses the magnitude and direction of the 

displacement of any point on a body.  This vector represents the displacement of a 

material point from point P, in the original configuration, to point, p, in the deformed 

configuration [106].  This displacement vector can be described in Lagrangian terms as:

( , ) ( , ) -  t tu X = b + x X X (C-4)

or in Eulerian terms as:

( , ) ( , )t x tU x = b + x X (C-5)

where ( , )tu X = ( , )tU x is the displacement vector between the points P and p, b is the 

vector between the origins of the original and current coordinate systems, X are the 

coordinates of the original configuration (Lagrangian), x are the coordinates of the 

deformed configuration (Eulerian), and t is time [93].

These equations can be simplified by superimposing both the undeformed and 

deformed coordinate systems.  Doing so results in b=0 and these two equations can be 

reduced respectively to:



151

( , ) ( , ) -  t tu X = x X X (C-6)

( , ) ( , )t x tU x = x X (C-7)

Displacements are used in FE models since it is easy to compute strains as a 

function of them.  Many equations are given in terms of displacements, such as the 

displacement (section 1.2.5) and deformation gradient tensors (section 1.2.5), the 

Jacobian matrix (section 1.2.4), some strain measures, the virtual work, etc.

1.2.3 Deformation Gradient Tensor

The material deformation gradient tensor, F, is a measure of the deformation of a 

material.  This second-order tensor maps the material points on the original configuration 

to those points in the current configuration consisting of the same material.  It quantifies 

the material shape and rotation changes.  It doesn’t provide information about where in 

space a material particle is (rigid-body translation), only about how it has deformed 

locally [93].

In a matrix form, the deformation gradient is given by:

1 1 1

1 2 3

2 2 2

1 2 3

3 3 3

1 2 3

1

1

1

i
ij ij

j

u u u
X X X

u u u uF
X X X X

u u u
X X X

(C-8)

where u is the displacement, X is a component of the original coordinates, and ij is the Kronekor 

delta given by:

1,   
0,   ij

i k
i k (C-9)

The inverse of the deformation gradient tensor, F-1, is called the spatial 

deformation gradient tensor.   Both of these tensors are used on many equations, 

including those to obtain the displacement gradient tensor (section 1.2.5), the Jacobian 

determinant (section 1.2.4),, to relate the different type of stresses, to obtain the strain 

rate and spin tensors (section 1.2.7), etc.
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1.2.4 The Jacobian Determinant

The Jacobian is the determinant of deformation gradient.  It is given by

det( )J F (C-10)

where F is the material deformation gradient tensor [31].

The Jacobian can be interpreted as a measure of the deformation in the structure 

given by the ratio between the material final and initial volume [59]:

o

dVJ
dV (C-11)

The Jacobian determinant is used in many equations including those to relate the 

Cauchy stress to the Kirchhoff stress (section 1.2.15) and those to obtain the Piola-

Kirchhoff stresses (section 1.2.17).

1.2.5 Displacement Gradient Tensor

The material displacement gradient tensor is defined as the partial differentiation 

of the displacement vector with respect to the material coordinates.  In matrix form is 

given by [93]:

1 1 1

1 2 3

2 2 2

1 2 3

3 3 3

1 2 3

-

u u u
X X X
u u u
X X X
u u u
X X X

X u F I (C-12)

where u is the displacement vector, X are the material coordinates of the undeformed 

configuration (Lagrangian), F is the deformation gradient tensor, and I is the identity 

matrix of the same size with ones on the main diagonal and zeros elsewhere.

The spatial displacement gradient tensor is defined as the partial derivative of the 

displacement vector with respect to the Eulerian coordinates:
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1 1 1

1 2 3

1 2 2 2

1 2 3

3 3 3

1 2 3

x

U U U
x x x
U U U
x x x
U U U
x x x

U I - F (C-13)

where U is the displacement vector, F-1 is the spatial deformation gradient tensor, I the 

identity matrix and x are the spatial coordinates of the deformed configuration (Eulerian) 

[93].

This tensor is used in the development of the necessary formula to obtain the 

equations used in this model such as those to define the velocity gradient vector (section 

1.2.6), and the Jacobian determinant (section 1.2.4).

1.2.6 Velocity Gradient Vectors

From a Lagrangian viewpoint the velocity, v, of a material particle is defined as:

t
xv (C-14)

where x are the spatial coordinates and t is time [93].

The partial differentiation of the spatial velocity vector with respect to the spatial 

coordinates yields the spatial velocity gradient tensor.

x
v
x

L v (C-15)

In matrix form is given by [31]:

1 1 1

1 2 3

2 2 2

1 2 3

3 3 3

1 2 3

ij

v v v
x x x
v v vL
x x x
v v v
x x x

(C-16)

where v is the spatial velocity vector and x are the spatial or current coordinates [31].
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When describing the time-dependent deformation of a body many calculations 

often require the time derivative of the deformation gradient.  This derivative is called the 

material velocity gradient tensor, and is given by:

Xt X
F vF v (C-17)

In matrix form is given by [31]:

1 1 1

1 2 3

2 2 2

1 2 3

3 3 3

1 2 3

ij

v v v
X X X
v v vF
X X X
v v v
X X X

(C-18)

where v is the spatial velocity vector and X are the material or reference coordinates [31].

The spatial velocity gradient tensor can be defined in terms of the material velocity tensor 

as:
1L = F F (C-19)

Moreover, the spatial velocity gradient tensor at each explicit time increment, i, 

can be expressed as:

1)d
dt

L = ( F F (C-20)

where F is the total deformation for that explicit time increment

This tensor can be decomposed in two parts.  A symmetrical part called rate of 

deformation, D, and an anti-symmetric part called spin tensor, W.  The rate of 

deformation is typically called in Abaqus the strain rate and is essential to carry out the 

Updated Lagrangian formulation.  The spin tensor is responsible for pure rotation. 

Mathematically their relations can be expressed as [31]:

L = D +W (C-21)

1
2

TD L+ L (C-22)

1 -
2

TW L L (C-23)
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The velocity gradient measure is used in many equations as the ones above to 

obtain the rate of deformation which is the main measure of the updated Lagrangian 

formulation used in Abaqus.  The spin tensor is used to obtain the Jaumann stress rate 

defined in section 1.2.22.

1.2.7 Rate of Deformation

The materials behavior is generally history dependent, often called time-

dependent material behavior, and therefore many constitutive equations appear in rate 

form.  The rate of deformation, D, is typically called in Abaqus the strain rate or the 

logarithmic strain rate, and can be expressed as [31]:

1
2

Tv= D = L+ L
x (C-24)

where L is the velocity gradient.

This strain rate can be decomposed in two parts a volumetric and a deviatoric part 

as follow:

3
kk

ij ije (C-25)

where /3 is the volumetric strain rate,  and  is the deviatoric strain ratekk e [31].

Abaqus uses the Updated Lagrangian formulation generally expressed in terms of 

the Cauchy stress and the rate of deformation measures.  For all of the plasticity models 

in Abaqus, the rate of deformation tensor is considered the strain rate; the total strain 

components reported in the output are obtained by integrating the rate of deformation 

tensor in time, and also rotating the components to keep up with any material rotation that 

occurs.

The rate of deformation or strain rate measure can be decomposed in two parts.

e vpD (C-26)

where  is the total strain rate,   is the elastic strain rate,  and   is the plastic strain rate [ ]31 .e vp



156

1.2.8 Strain 

Strain is defined as a measure of the amount of deformation a body experiences 

compared to its original size and shape. It is a normalized measure of deformation [93].

Strain measures are widely used in FE analysis because many formulas are in 

function of them and because it is easy to compute strains from displacements, which are 

the basic variable in the finite element models[31].

1.2.9 Green’s Strain Tensor

The Green’s strain tensor measures the changes in length and angle of a 

deformable solid, from a Lagrangian viewpoint.  This Green’s strain tensor is useful for 

problems involving large deformations.  This strain tensor can be expressed in terms of 

the deformation gradient F as [93]:

1 ( )
2

G
ij ki kj ijF F (C-27)

where F is the deformation gradient tensor and ij is the Kronekor delta.

The Green’s strain tensor is useful for problems involving small strains, because, 

it can be computed directly from the deformation gradient.  This wear problem involves 

large elasto-ciscoplastic  strains, therefore green’s strain is not uso seful, the most 

appropriate strain measure for tis problem is the logarithmic strain presented in the next 

section.  The green strain concept was added to this paper for completenees of the theory.

1.2.10 Logarithmic Strain 

This sliding wear problem involves large inelastic strains.  The materials 

simulated behave in an elasto-viscoplasic manner.  The yield  stress for the type of ductile 

materials simulted are orders of magnitude smaller than their elastic modulus.  For 

example for the VascoMax 300 steel the yield stresss is 2.17E6 kPa and its elasic 

modulus is 1.9E8 kPa..  Their stress-strain behavior can be better observed when plotted 

in a logarithmic scale, this fact implies that the most appropiate strain measure should be 

a logarithmic strain.  This logarithmic strain is given by [31]:
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( )Tln F F (C-28)

where  is the logarithmic strain a and  is the deformation gradient tensor 31 .F

If one keeps the principal directions fixed in the original or material axes (no 

rotation), this logarithmic strain can be expressed for an explicit time increment as [31]:

( )Tln F F (C-29)

where  is the logarithmic strain increment  and  is the deformation during that 
time increment 31 .

F

In rhe absence of rotation, the rate of deformation is the logarithmic strain rate, 

yherefore integrating it over the time of the increment leads to the increment of the 

logarithmic strain [31].
1i

i

t

t
dtD (C-30)

where  is the logarithmic strain increment,   is the rate of deformation, i is the time 
increment index, and t is time 31 .

D

1.2.11 Equivalent Plastic Strain and Strain Rate

The equivalent plastic strain, for isotropic Von Mises plasticity (defined in section 

1.4),  is given by [31]: 

0 0

2 :
3

t

vp vp vp vp dt (C-31)

0

where  is the equivalent plastic strain,   is the plastic strain rate,  is time,

  is the initial equivalent plastic strain (generally zero unless specified otherwise).
vp vp

vp

t

Similarly, the equivalent plastic strain rate for isotropic Von Mises plasticity 

(defined in section 1.4) can be calculated with [31]:

2 :
3vp vp vp (C-32)

where  is the equivalent plastic strain rate and   is the plastic strain rate.vp vp
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The Johnson and Cook plasticity equation (section 1.4.3) used in this 3D wear 

model to simulate the material viscoplastic behavior is a function of this equivalent 

plastic strain.

Section 1.5.3 explains how one can develop an algorithm to simulate the elasto-

viscoplastic straining during a time step using this equation,

( 1) ( ) ( 1/2) ( 1/2) ( 1/2)2 :
3

i i i i i
vp vp vp vp t (C-33)

This equivalent plastic strain rate is used in our model to simulate the material 

behavior via the Johnson and Cook’s plasticity (section 1.4.3) and failure models (section 

1.4.5).  Both of the  Johnson and Cook models employed in this 3D wear model to 

simulate the material plastic behavior and fracture are  a function of this equivalent 

plastic strain.

1.2.12 Material Derivative

The material derivative, also called substantial derivative, is used to calculate the 

time rate of change of any physical quantity (such as velocity, temperature or density) for 

a material particle moving with a velocity, v [93].  It relates the Lagrangian rate of change 

of a physical quantity to the sum of the local, or Eulerian rate of change, and the 

convective rate of change.  This convective rate of change represents the contribution due 

to the change in the position of the material particle. The material derivative is defined as:

Convective 
Lagrangian Eulerian rate of chage
rate of change rate of chage

. x
D
Dt t

a a v a (C-34)

where a is a vector representing a physical quantity, t is time, v is velocity, x is the 

covariant derivative.

For example, if the physical quantity of interest is the density of a material, then 

the material derivative describes the density evolution with time, of a certain material 

portion, as it displaces [31]. The material derivative of density is:

where  is the equivalent plastic strain,   is the plastic strain rate,  is time,

and  is the time increment index.
vp vp t

i
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Convective 
Lagrangian Eulerian rate of change 
rate of change rate of change in densit
in density in density

. x

y

D
Dt t (C-35)

This material derivative of density is used to manipulate the equations of 

conservation presented in section 1.3.

Figure C-4 Components of Stress [31]

1.2.13 Internal Traction Vector

The internal traction vector, T(n), represents the stress acting on a cross-section of 

the deformed body across a surface S, with outer normal vector n. The magnitude and 

direction of the traction vector depends on the applied loads (Fn , Fn ,…Fn).  Figure C-4

illustrates how this vector may not be perpendicular to the surface plane however 

regardless if it is perpendicular or not, this stress can be expressed via two components: 

1) The normal stress, n, perpendicular to the plane, and 2) the shear stress, n, parallel to 

the plane [31].

The internal traction vector can be used to define the Cauchy stress (section 

1.2.14) and also to formulate the principle of virtual work (section 1.3.6).
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1.2.14 Cauchy or “True” Stress

Figure C-5 Cauchy’s Stress Tensor [99]

The Cauchy Stress represents the stress in the deformed configuration.  It is called 

the “true” stress because it corresponds to the true force per current or deformed area 

(Eulerian description) [31].

This measure assumes that the magnitude and direction of the stress vector, T(ei) ,

in any plane passing through a point can be calculated as a function of the stress vectors 

on three mutually perpendicular planes.  Figure C-5 depicts this concept [31].

Cauchy’s stress theorem states that “there exists a second-order tensor field, 

called the Cauchy stress tensor, independent of n, such that T is a linear function of n.

This relation can be expressed as:

T n (C-36)

where is the Cauchy stress and T is the traction vector, and n the outward unit normal 

to the plane” [31].

The Cauchy stress tensor completely characterizes the internal forces acting on 

the deformed solid and it is considered the most practical stress measure for FE packages, 

as Abaqus [31].

The Cauchy stress tensor defines the state of stress at a point via nine 

components.  This tensor can be expressed in a matrix form as [31].:
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1

2

3

( )
11 12 13

( )
21 22 23

( )
31 32 33

e

e
ij

e

T

T
(C-37)

where ( )ieT are the traction vectors in the plane perpendicular to the unit vector ie . 11 ,

22 , and 33 are the normal stresses, and 12 , 13 , 21 , 23 , 31 .and 32 are shear stresses

[31].

The Cauchy stress is based in the theory for small deformations with negligent 

changes in volume.  Since, for large deformations the volume typically changes, then the 

increment of volume applied in the virtual work principle stated in terms of the Cauchy 

stress may not be constant during the motion.  This fact can be accounted either by using 

the Kirchhoff stress or via the ULF that updates the incremental volume at the end of 

each small time step (see section 1.1.3.2).  Abaqus employs the ULF using a Lagrangian 

mesh but typically stated in Eulerian terms of the Cauchy stress and the rate of 

deformation (section 3.11).

1.2.15 Kirchhoff stress

In a Lagrangian description there is no true concept of stress because the original 

state is still free of the applied forces that generate the deformation.  The Kirchhoff stress, 

, is a measure of stress with respect to the original state (Lagrangian).  It has no clear

physical meaning.  It is often used for the constitutive definitions of large strains [31].

Using the Cauchy stress becomes problematic for large displacements, since now 

the stress is acting over an area with a changing volume, therefore, one can substitute the 

Cauchy stress for the product of the Kirchhoff stress, , and the Jacobian matrix, J,

(defined in section 1.2.4) to balance any volume change during the motion.  This relation 

is given by:

J (C-38)

where J
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1.2.16 First Piola-Kirchhoff Stress Tensor

The First Piola-Kirchhoff stress tensor, S, is a Lagrangian measure, also called the 

nominal stress tensor.  It can be considered as the internal force per unit of undeformed 

area acting within a solid.  Is defined as:

J -1S F (C-39)

where F is the deformation gradient and J is the Jacobian [31].

It is a mathematical device to apply the force of the deformed configuration into 

the undeformed area, as depicted on the next figure [31].  It is used to help transform the 

equations of motion (section 1.3.3) from an Eulerian to a Lagrangian configuration.

The first Piola-Kirchhoff stress tensors relates the Eulerian and Lagrangian 

viewpoints for non-infinitesimal (or large) deformations, however, to define it one must 

know both the original and deformed configurations [106].  This Abaqus 3D wear model 

was developed with a Lagrangian mesh and uses an updated Lagrangian formulation.  

The Piola Kirchhoff’s tensors are not used by Abaqus in the calculations required to solve 

this wear problem its definition were added just for completeness of the theory.

1.2.17 Second Piola-Kirchhoff Stress Tensor

The Second Piola-Kirchhoff stress tensor, , or material stress tensor is also a Lagrangian 

measure that can be imagined as the force per unit undeformed area, considering that the 

forces are acting upon the undeformed solid, rather than on the deformed solid [19].  It 

other words, introduces an imaginary force in the original configuration that corresponds, 

as a vector, into the real force during deformation.  The next figure depicts this statement.

It is defined as:
1 TJF F (C-40)

where  is the Second Piola-Kirchhoff stress tensor, F is the deformation gradient [104].

This Abaqus 3D wear model was developed with a Lagrangian mesh and 

uses an updated Lagrangian formulation.  The Piola Kirchhoff’s tensors are not used by 

Abaqus in the calculations required to solve this wear problem its definition were added 

just for completeness of the theory.
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1.2.18 Stress Relations and Representation

Table C-1 presents the relations between these stress tensors:

= 1J 1S TJ F 1 TJ F F

= J TSF TF F

S = TJ TF S F

= 1 TJF F 1 TF F 1F S

Table C-1 Relations Between Stresses

Figure C-6 attempts to graphically present the physical meaning of these stress 

measurements, however, it is necessary to understand that the Piola-Kirchhoff stress 

measures are mathematical devices with an untrue physical meaning.  

Figure C-6 Stress Tensors Representation [99]

The Cauchy stress tensor can be also be expressed as the sum of the hydrostatic 

stress tensor and the deviatoric stress tensor [31].
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p (C-41)

These two stress tensors are defined next.

1.2.19 Equivalent Hydrostatic Stress

In Abaqus the equivalent hydrostatic stress “is a measure of the pressure exerted 

by a state of stress and tends to change the volume of the stressed body” [31].  It is 

defined terms of the true Cauchy stresses by [31].

11 22 33/ 3 ( ) / 3kkp (C-42)

This hydrostatic stress is one of the necessary parameters to evaluate the material 

failure via the Johnson Cook (JC) dynamic failure criteria to be discussed next. 

1.2.20 Deviatoric Stress

The deviatoric stress tends to distort the stressed body is incremental with time 

and summed.  It is defined terms of the true Cauchy stresses by [31].

- p (C-43)

This deviatoric stress is one of the necessary parameters to evaluate the equation 

of energy for an adiabatic process, described in section 1.3.5.

1.2.21 Von-Von Mises stress

The Von-Von Mises stress represents the uniaxial equivalent of a multi-axial 

stress. It is based on the assumption that “if a material fails in a uniaxial tensile test then 

it is assumed to similarly fail under multi-axial loading” [31].  This stress is given by:

3 ' : '  
2

q (C-44)

The Von-Von Mises stress is used for many failure criterions [31].  It is one of the 

necessary parameters to evaluate the material failure via the Johnson Cook dynamic 

failure criterion summarized in section 1.3.
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1.2.22 Jaumann Stress Rate

The Jaumann stress rate, is based on the notion that the change of stress 

components consist of two parts:  One corresponding to the change of stress in the 

material, and another due to convection, or circular motion, of the material.  The Jaumann 

stress is defined as “the rate of change of the “true” Cauchy stress, referred to a set of 

axes which participate in the instantaneous rotation of the element” [31].  The Jaumann 

stress rate is given by:

( )J (C-45)

where W is the spin tensor defined in section 1.2.6and J the Jacobian determinant defined 

in section 1.2.4 [31].

In Abaqus, most of the material models built with solid continuum elements 

employ this Jaumann stress rate.  The Jaumann stress rate “provides to the FE method a 

convenient link between that material Lagrangian measures and the overall change in true 

(Cauchy) stress, which is the stress measure used by Abaqus for the equilibrium and 

virtual work equations.  The Jaumann stress rate is the power conjugate of the rate of 

deformation” [31].

1.2.23 Strain Work Conjugates

FE methods often work with conjugate measures of motion and forces when 

setting up the mechanical problems.  A stress is a work conjugate to a strain if their 

product results in an internal work scalar.  These scalars are used in energy methods to 

help solve statistically indeterminant systems of equations.  Statistically indeterminant 

systems of equations are those with not enough equations to solve for all the variables.  

An energy method often used  to solve FE system of equations is the virtual work 

principle, described in section 1.3.6.

This Second Piola-Kirchhoff stress, , is a work conjugate of Green’s strain, 

Both used to obtain the internal work in the Total Lagrangian formulation. The internal 

work equation in Lagrangian terms is given by:



166

0

int 0
V

U dV (C-46)

where Uint is the internal work,  is the Green strain tensor , is the Second Piola-

Kirchhoff stress tensor and V0 is the reference volume [31]

This Cauchy stress, , is the work conjugate of the logarithmic strain, Both 

used to obtain the internal work in the Updated Lagrangian formulations used to solve 

this wear FE problem. The ULF incrementally updates the volume during an explicit 

time step (section 1.1.3.2).  The internal work equation in ULF terms is given by:

int
V

U dV (C-47)

where Uint is the internal work,  is the logarithmic strain, is the Cauchy stress tensor 

and V is the current deformed volume [31].

For large deformations the volume may change, and therefore the increment of 

volume applied in this last internal work equation may not be constant during the motion.  

To account for issue, one can substitute the Cauchy stress for the product of the Kirchhoff 

stress by the Jacobian matrix that accounts for any volume change during the motion

[106]:
1

int
V

U J dV (C-48)

Table C-2 summarizes these work conjugate relations:

Measure of strain Measure of stress Formula Equation

Green, G 2nd Piola-
00

int dG

V
U V (C-49)

Logarithmic, 
int

V

U dV (C-50)

Green, G 1
int  J  G

V

U dV (C-51)

Table C-2 Stress and Strain Conjugates

The work scalars obtained using the above conjugate relations can be used in 

energy methods to help solve statically indeterminant problems where one has more 

equations to solve than variables.  The FE analysis of the sliding wear involves this kind 
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of problems and for this 3D FE Abaqus model the work conjugate relations are used to 

solve the problem via energy methods such as the virtual work principle, described in 

detail in section 1.3.6.

1.3 Conservation Laws and Equilibrium

1.3.1 Conservation Laws

All materials are expected to satisfy the three conservation laws of equilibrium 

throughout their time dependent behavior.  The exact solution of our wear problem 

requires equilibrium to be maintained at all times over any volume. However, the FE 

method approximates this requirement with a weaker solution, that equilibrium must be 

maintained in an average sense over a finite number of divisions of the body volume 

[106].

The conservation laws can be expressed using either the Lagrangian or Eulerian 

description.  The definitions and equations for these conservation laws are:

1.3.2 Conservation of Mass:

This 3D FE wear model was built using a Lagrangian mesh and its mass is 

conserved automatically because each element represents a fixed portion of material, 

however this equation is used to calculate the incremental density changes..

The total mass, M, of a body is unchanged (constant) during motion [106].  The 

mass at an initial time, t0, is equal to that at any other time, t, and i.e.

0

0 0d  d constant
V V

M V V (C-52)

where M is the total mass, is the density, 0 is the initial density, V is the current 

volume, V0 is the initial volume.  Recalling that since this model is using a ULF then the 

volume is incrementally updated for each time step (section 1.1.3.2) [106].
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1.3.2.1 Lagrangian (material) form of the Conservation of Mass equation

Recalling the Jacobian determinant, J, defined in section 1.2.4, one can substitute 

in the previous equation the current volume in terms of this Jacobian and the reference 

volume to get:

0

0 0 0d d
oV V

V J V (C-53)

Since this equation is valid for an arbitrary volume, one can write it in short as:

0 J (C-54)

The following relations derived from this Lagrangian form of the conservation of 

mass equations will be used in the next section to transform the conservation of 

momentum equations from a Lagrangian to an Eulerian configuration [106]:

0
0 0 0

0

d d d     and     J=
d

VV DV J V const
V (C-55)

1.3.2.2 Eulerian form of the Conservation of Mass equation

Deriving the mass equation against time, one gets the time rate of the total mass in 

the volume [106]:

d
V

M V
t t (C-56)

V is the current volume, and t is time.

Recalling that since this model is using a ULF one doesn’t integrate over the entire 

deformed volume, one integrates only over the incremental volume of each explicit time 

step (section 1.1.3.2) [106].

Defining the flux of the mass through the surface and the rate of mass inflow as:

flux=rate of mass outflow d
S

v n S (C-57)

rate of mass inflow . d d
S V

v n S v V (C-58)

where is the density, is the initial density, v is the velocity vector, n is the normal 

unity vector to the surface S.
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Assuming that no mass is created inside the volume; then the time rate of mass 

must be equal to the rate of flux of the mass through the surface.  So:

d v d , or rearranging:  v d 0
V V

V V V
t t (C-59)

Since this equation must be valid for any volume then it can be expressed as:

v 0   or   0i
x i

i i

vv
t t x x (C-60)

Using the material derivative of density, defined in section 1.2.12, one can 

express this equation on an Eulerian form [106]:

0   or  0i
x

i

vD Dv
Dt Dt x (C-61)

This conservation law has to be satisfied anytime material motion or deformation 

occurs, however, this 3D FE wear model was built using a Lagrangian mesh and its mass 

is conserved automatically because each element represents a fixed portion of material.

1.3.3 Conservation of Linear Momentum

1.3.3.1 Conservation of Linear Momentum in Eulerian form

Based upon Newton's second law the rate of change momentum of a given 

amount of mass is [106].

d d di i i
S V V

Dt S f V v V
Dt (C-62)

where t is the surface traction per unit of current area, V is the volume the current 

configuration, S v is the velocity, and  f

is the body force per unit of current volume. Recalling that since this model is using a 

ULF one doesn’t integrate over the entire deformed volume, one integrates only over the 

incremental volume of each explicit time step (section 1.1.3.2) [106].

The first term can be substituted with the Cauchy relation described in section 

1.2.15 and then one can apply the divergence theorem to get [106].

d d dji
i ji j

jS S V

t S n S V
x (C-63)
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The third term can be substituted using the material time derivative of a volume 

integral presented in section 1.2.12:

d di
i

V V

DvD v V V
Dt Dt (C-64)

Replacing these two terms in the original equation one gets [106

d d dji i
i

jV V V

DvV f V V
x Dt (C-65)

Since this equation must hold for any arbitrarily volume, one can simplify it to 

obtain which is called the Cauchy equations of motion [106].

D
D

ji i
i

i

vf
x t (C-66)

where  is the Cauchy stress tensor,   is the  density,  is velocity,  is the body
force per unit of volume, and  is time.

v f
t

The Cauchy equations of motion consist of three partial differential equations and 

a total of six unknown components of stress. These equations are often not enough to 

determine the stress distribution.  To do so additional equations must be considered, i.e. 

displacement versus strain relations (kinematic relations) or stress versus strain relations 

(constitutive equations) [106].  The Cauchy equations of motion are important to develop 

the weak solution to this FE problem expressed.  The Virtual Work principle, explained 

and developed in section 1.3.6 , is based on these conservation of linear momentum 

equations [106].

1.3.3.2 Conservation of Linear Momentum in Lagrangian form

The Cauchy equations of motion apply to the current deformed configuration. 

These equations of motion can be transformed to the Lagrangian configuration using the 

following relations [106].

The relationship between the first Piola-Kirchhoff and the Cauchy stresses:

0
ji jr riF S (C-67)
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0where  is the 1  PK stress tensor,   is the density,   is the reference density, 
and  is the deformation gradient matrix [1 .]04

stS
F

The relations derived from the conservation of mass principle, described in section 

1.2:

0
0 0 0 0 0

dDd d d      and   d d
D d

i
V V

vvV J V V V V
t t (C-68)

0

0

where  is the density,   is the reference density,  is the Jacobian
 is the current volume, V is the reference volume, and t is time [1 ]04 .

J
V

The divergence theorem relation:

0 0
0 0d dji

ji jS V
j

S
S n S V

X (C-69)

0where  is the 1  PK stress tensor,   is the reference surface,  V  is the reference volume, 

n is the normal unit vectorm, and X are the material coordinates.

st
ji oS S

Recalling these relations one can transform the Eulerian equation in terms of the 

Cauchy stress:

d d dji i
i

jV V V

DvV f V V
x Dt (C-70)

into a Lagrangian equation in terms of the first Piola-Kirchhoff .

0 0 0
0 0 0 0

dd    d d
d

ji i
i oV V V

j

S vV f V V
X t (C-71)

0where  is the 1  PK stress tensor,   is Cauchy's stress tensor,  is the density,   is the 
reference density,  is velocity,   is the body force per unit of volume,  is the velocity, and 
V is the

stS
v f v

0 current volume, V  is the reference volume, and  is tim .e [104]t
Recalling that since this model is using a ULF one doesn’t integrate over the entire 

deformed volume, one integrates only over the incremental volume of each explicit time 

step (section 1.1.3.2).

Realizing that this equation must hold for any volume one can get the Cauchy 

equations of motion expressed in referential coordinates by means of the first Piola-

Kirchhoff strain tensor.
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Using the relation between the first and second Piola-Kirchhoff stresses,

ji jr irS F , one could rewrite these equations in terms of the second Piola-Kirchhoff 

stress tensor as:

0 0
d
d

i
jr ir i

j

vF f
X t (C-73)

nd
0 is the reference density, v is the velocity, f is the body 

force per unit of volume, F is the deformation gradient matrix and t is time [106].

These conservation of linear momentum equations in Lagrangian terms are not 

used by Abaqus.  They are included on this dissertation only for completeness of the 

theory.

1.3.4 Conservation of Angular Momentum

The conservation of angular momentum principle states that equilibrium requires 

that the summation of moments, with respect to any point, to be zero.  Expressing it 

mathematically:

  +  0
S V

dS dV(X t) (X f) (C-74)

where t is the surface traction per unit of current area, V is the volume the current 

configuration, S is the surface bounding this volume, f is the body force per unit of 

current volume and X are the material coordinates [106].

Evaluating equilibrium by taking moments about the origin leads to realize that 

the stress tensor is symmetric, and has only six independent stress components, instead of 

nine.  This stress tensor symmetry is mathematically expressed as::
T

(C-75)

The symmetry of the true stress matrix is called Cauchy's second law of motion.  

A benefit of this law is that moment equilibrium is automatically satisfied and one needs 

only to consider translational equilibrium [106].
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1.3.5 Conservation of Energy

There are many ways to express the conservation of energy principle.  The 

equation for conservation of energy used by Abaqus to aid in the solution of this problem 

equates the increase in internal energy per unit mass, Um, to the rate at which work is 

being done by the stresses plus the rate at which heat is being added.   In the absence of 

heat conduction the energy equation can be written as: 

1( ) :m
bv

U p p Q
t t

' e + (C-76)

where is density, Um, is internal energy per unit of mass, bvp is the pressure due to bulk 

viscosity, is the deviatoric stress tensor and e is the deviatoric strain rate and Q is the 

heat rate per unit of mass, and p is pressure [106].

The equation of state, defined in section 1.6, is used to aid in the solution of this energy 

equation by relating the pressure to the current density and the internal energy per unit of 

mass.

1.3.5.1 Adiabatic Assumption

The adiabatic stress analysis is commonly used to simulate high-speed processes 

linked to large inelastic strains. In these types of processes the heating of the material 

due to its plastic deformation is an important thermal effect, because it has little time to 

diffuse and therefore produces a local rise in temperature. This temperature increase is 

calculated directly at the material integration and used for any subsequent calculations 

[31].

For an adiabatic process the energy equation can be simplified to:

1( ) :v bv
Tc p p
t t

' e (C-77)

where is density, cv is the specific heat at a constant volume, T is temperature, p is 

pressure, bvp is the pressure due bulk viscosity, is the deviatoric stress tensor, and e is 

the deviatoric [31].
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This equation was derived from the equation of energy presented in section 1.3.5

substituting on it, the following specific heat relation and realizing that in an adiabatic 

process the heat flow can be neglected.  The EOS aids on the solution of this equation by 

calculating the pressure at each time increment.  The conservation of mass equation helps 

it by providing the current density and based on the equations of motion one can obtain 

the deviatoric stress and strain rate.

Under an adiabatic assumption the heat is generated in an element by plastic 

work.  The resulting temperature rise then can be computed using the specific heat of the 

material [31].  The specific heat is defined as “the amount of heat required to increase the 

temperature of a unit mass by one degree“[104].  For a process where the heat is supplied 

keeping the pressure constant the specific heat is:

m
p

p

Uc
T (C-78)

In Abaqus an adiabatic condition is always assumed for materials modeled with 

an EOS.  This condition is assumed irrespective of whether an adiabatic step has been 

specified [31].  For this 3D wear model an adiabatic analysis was selected because at the 

micron-level the wear process is extremely rapid and therefore, the heat has little time to 

diffuse.  Furthermore, the Johnson-Cook plasticity criterion is tailored for high-strain-rate 

transient dynamic applications and its temperature changes are typically computed by 

assuming adiabatic conditions. 

1.3.6 Virtual Work

The exact solution to problems involving time dependent material deformation 

requires equilibrium to be maintained at all times over any arbitrary volume of the body. 

For many of these problems the analytical solution is statically indeterminant because it 

has more equations to solve than variables.  To solve these kind of problems the FE 

method: “approximates this equilibrium requirement by replacing it with a weaker 

equilibrium requirement, that equilibrium must be maintained in an average sense over a 

finite number of divisions of the volume of the body” [31]. 



175

The FE models approximate the equilibrium by introducing into the “weak 

formulation” the Cauchy’s equations of motion, developed in section 1.3.3:

X
( ) (C-79)

The weaker equation is obtained by integrating the dot product of the three 

pointwise equilibrium force equations by an arbitrary, “test function,” continuous over 

the entire volume [31].  . The test function commonly used is the “virtual” velocity field, 

s completely arbitrary but whose variations are restricted to a finite number of 

nodal values and must follow any prescribed kinematic constraints.  The result from this 

dot product is a single scalar at each material point that is then integrated over the entire 

body[31].  This virtual work principle can be mathematically expressed as:

(
V V

dV dV
X

) (C-80)

where V is the volume the current configuration, X

Cauchy stress, v is the velocity, and  f is the body force per unit of current volume.

Recalling that since this model is using a ULF one doesn’t integrate over the entire 

deformed volume, one integrates only over the incremental volume of each explicit time 

step (section 1.1.3.2) [31].

Applying to this equation the chain rule to the first term one gets:

(  - : (  
V V

dV dV
X X

v) (C-81)

Redistributing:

(   : (   
V V V

dV dV dV
X X

v) (C-82)

Applying Gauss's theorem to rewrite a surface integral as a volume integral:

  : (  
S V V

dS dV dV
X
vn (C-83)

Substituting the definition of Cauchy stress, 1.2.14:

: (    
V S V

dV t dS dV
X
v (C-84)
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Recalling the definitions of the velocity gradient, rate of deformation and spin 

tensor in the current configuration presented in section 1.2.6:

1 1  where   = ( ) and   = ( )
2 2

T T

X
v = L D W D L L W L - L (C-85)

Since is symmetric and the spin tensor antisymmetric then:
1 1: : : 0
2 2

W L - L (C-86)

Using these relations one can conclude that:

: : : :
X
v D W = D (C-87)

Substituting the last term in equation 3.81 and rearranging one obtains the virtual 

work equation in the classical form 

:     
V S V

D dV v t dS dV (C-88)

where V is the volume the current configuration, S is the surface surrounding the current 

volume,  , D is the strain rate or rate of deformation, v is the 

velocity, and  f is the body force per unit of current volume. Recalling that since this 

model is using a ULF one doesn’t integrate over the entire deformed volume, one 

integrates only over the incremental volume of each explicit time step (section 1.1.3.2)

[31].

The physical interpretation of this virtual work principle is that:  “The rate of 

work done by the external forces subjected to any virtual velocity field is equal to the rate 

of work done by the equilibrating stresses on the rate of deformation (or strain rate) of the 

same virtual velocity field.” [31].

It is important to note that this principle formulated in an Updated Lagrangian 

form is the “weaker equilibrium requirement” used to solve this 3D FE wear model.

1.4 Elasto-Viscoplastic Behavior

1.4.1 Hooke's Law of Elasticity

proportion, k, to the applied load, F [106].
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F k (C-89)

This law relates the elastic tensile stress and strains of materials and many 

materials obey this law up to the material's elastic limit.  In strain-stress terms this law 

states that the materials tensile stress, is linearly proportional to its displacement per 

E eD (C-90)

where DE is the stress-strain or elasticity matrix.  This matrix is generally given in terms 

of the material modulus of elasticity, E 106].

Hooke’s law is used in the 3D wear model to simulate the material’s elastic 

response Figure C-7 shows how this law is used in the algorithm for elasto-viscoplastic 

straining during the explicit time step.  It is also used for the penalty method, explained in 

section 1.7.3.

1.4.2 Viscoplasticity

This 3D wear model is based on a micro level collision.  As this collision evolves 

the amount of deformation surpasses the elastic region and therefore viscoplasticity needs 

to be considered.

In continuum mechanics, the theory of viscoplasticity describes the rate-

dependent inelastic behavior of solids. A material is rate-dependence, or viscous, when 

its deformation depends on the rate at which the loads are applied.  When the material 

undergoes unrecoverable deformations it is said to be inelastic, or plastic [106].

Viscoplasticity formulations are commonly used to solve problems dealing with 

permanent deformations, collapse of structures, stability, crash simulations, systems 

exposed to high temperatures, and dynamic problems of systems exposed to high strain 

rates [31].

Viscoplasticity formulations are often based in the viscoplastic strain rate, vp .

Deriving equation 3.87, with respect to time, one gets E eD .  Substituting this result 

on equation 3.31, e vpD and rearranging one arrives to.
1

E vpD D (C-91)
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where vp is the plastic strain, D is the strain rate, is the stress rate, and DE is the 

elasticity matrix [31].

The complex dynamic sliding wear problem attempted to be solved via this 3D 

FE wear model involves large permanent deformations, high strain rates and high 

temperatures, therefore, a constitutive viscoplastic model was selected for it..

For this 3D wear model the viscoplastic behavior was considered in three parts.  

The first part defines the uniaxial plasticity yield stress.  The second part incorporates a 

plasticity flow rule.  The third and last part applies a material failure criterion.  Each one 

of these parts will be discussed in the next sections.

1.4.3 Johnson-Cook Viscoplastic Model

In viscoplasticity, the development of a mathematical model goes back to 1910 

with Andrade's law.  Many empirical and semi-empirical models are currently used to 

approximate plasticity.  Some of the most popular models include: the Johnson–Cook , 

the Steinberg–Cochran–Guinan–Lund, the Zerilli–Armstrong, the Mechanical Threshold 

Stress, and the Preston–Tonks–Wallace model [106].

The Johnson–Cook model is an empirical, phenomenological model, widely used 

and available in Abaqus.   It was selected for this 3D wear model because:  1) it provides 

a reasonable simulation of the viscoplastic behavior, 2) it is available in Abaqus (the FE 

package of choice), 3) it accounts for both temperature and plastic strain rate effects, 4) 

the necessary JC parameters for the materials of interest were already obtained in 

previous wear studies, and 5) because it can be used in conjunction with the Johnson–

Cook’s dynamic failure model [31].

The Johnson-Cook’s viscoplastic model was developed in 1983 by G. R. Johnson 

and W. H. Cook.  It is a phenomenological model based on Split-Hopkinson bar tests 

[31].   This model is suitable for high-strain-rate deformation of many materials, 

including most metals.  It is suitable for problems where the strain rate varies over a large 

range and the temperature changes due to plastic deformation caused by thermal 

softening.  It is often employed in adiabatic transient dynamic simulations [31].

The Johnson-Cook hardening model assumes the dynamic flow stress to be of the form: 
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where y is the static yield stress,  p is the equivalent plastic strain, p is the equivalent 

plastic strain rate, 0 is the equivalent plastic strain rate, T is the current temperature, Tm

is the melting temperature, T0 is the transition temperature, A is the initial yield stress, B

is the hardening modulus, C is a strain rate dependent coefficient, m is the thermal 

softening coefficient, and n is the work-hardening exponent [31].

The first set of brackets represents the static yield stress obtained at the reference 

temperature and strain rate: 

0

0 0

1 and 0p

m

T T
T T (C-93)

The second and third sets of brackets represent the effects of strain rate and 

temperature, respectively. At the melting temperature the stress goes to zero. 

The third bracket contains a term commonly referred as the homologous

temperature, given by 

0

0

*
m

T TT
T T (C-94)

where T is the current temperature, Tm is the melting temperature, T0 is the transition [31].

Section 1.9 presents the tests executed to derive the JC plasticity parameters for 

both of the materials used in this model.

1.4.4 Johnson-Cook Flow Rule

According to the viscoplastic theory, viscoplastic flow occurs beyond the yield 

stress [31].  There are many flow rules trying to define the viscoplastic behavior of 

materials, some of the most popular include the Prandtl-Reuss flow for the perfectly 

plastic material behavior, the Von Mises flow governed by the Von Mises yield 

condition, and the Tresca flaw governed by the Tresca yield criterion [31].

The flow rule used in this 3D wear model is based on the Johnson-Cook plasticity 

and can be expressed as:
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0 0where  is the equivalent plastic strain rate,  is the reference strain rate, generally 1,  

C is the JC strain rate dependent coefficient, ( ) is the ratio of the yield stress at non zer
vp

vpR R
0

0

o strain 

to the static yield stress, so that ( ) 1,and  is the static yield stress [31 .]R
The static yield stress is given by [31]:

0

0

[ ( ) ][1 ( ) ]n m
y p

m

T TA B
T T (C-96)

Figure C-7 shows how these last two equations are used in the algorithm for 

viscoplastic straining during an explicit time step.  

1.4.5 Johnson-Cook Dynamic Failure Criterion 

Material failure is defined as “the loss of load carrying capacity of a material” 

[31].  Several criterions have been developed to attempt to predict when failure will 

occur.

The Johnson-Cook dynamic failure criterion was introduced by G. R. Johnson and 

W. H. Cook in 1985 to express the fracture strain as a function of strain rate, temperature 

and pressure.  It is a phenomenological model based on the results of Split-Hopkinson bar 

tests, that attempts to predict when failure will occur based on what happened in the 

experimental data [31].   This criterion is suitable only for high-strain-rate deformation of 

metals, and it is generally appropriate for truly dynamic situations [31]. The criterion is 

based on the value of the equivalent plastic strain at element integration points.  Johnson 

and Cook assumed failure occurs when the damage parameter JC exceeds 1. JC is 

defined in terms of the equivalent plasic strain as:

p
JC

f
(C-97)

where   is the increment of the equivalent plastic strain and    is the strain at failure re-evaluated 

at each time increment[31].
p f

The strain at failure is assumed to be of the form:
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0where  is the plastic strain rate,   is the reference strain rate,  is the current temperaturep T
Tm is the melting temperature, T0 is the transition temperature, p is the pressure stress, q is 

the Von Mises stress, and d1 through d5 are the models’ fracture constants [31].

The first set of brackets in this equation represents the strain to fracture as a 

function of the triaxiality increases. The term p/q used in this bracket is called triaxiality 

or the hydrostatic tensile stress and is defined as the ratio of the hydrostatic pressure over 

the Von Mises stress.  The second bracket represents the effect of an increased strain rate 

on the material ductility.  The third bracket represents the thermal softening as a function 

of the homologous temperature [31].

The JC dynamic failure criterion is used in this 3D FE wear model as a damage 

initiation criterion.  Section 1.3 presents the tests executed to derive the JC fracture 

parameters.

1.4.6 Damage Evolution Criterion

The Abaqus damage evolution criterion assumes that damage progressively 

degrades the material stiffness, leading to failure.  For this model, the equivalent plastic 

displacement necessary to fail, pfu , was introduced as an input.  The damage evolution is 

assumed to follow a linear relation between the equivalent plastic displacement, pu , and 

the damage variable, d. At the onset of damage pu =0, and there is no stiffness 

degradation (d=0).  After the damage initiation point the rate of change of the equivalent 

plastic displacement,, pu , is calculated with [31]:

p pu L (C-99)

where L is the characteristic length of the element, and p is the equivalent plastic strain

At failure pu = pfu and the stiffness is fully degraded (d=1).  The damage variable 

varies as a function of time according to [31]:
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where d is the rate of change of the damage variable, p is the equivalent plastic strain 

rate, L is the element characteristic length, and pfu is the plastic displacement at the 

failure point. After reaching the damage initiation point the stress decreases according to

[31]:

(1 )ECd (C-101)

is the JC flow stress due to an undamaged response, and 

ECd is the damage evolution criterion variable.  This variable represents the material’s 

stiffness degradation.  When ECd =0 the material has no stiffness degradation.  When ECd

=1 the material stiffness is completely degraded and fracture is assumed to occur [31].  

For this 3D FE wear model once fracture occurs then the element is deleted from the 

mesh.

1.5 Finite Element (FE) Concepts 

FE is an analysis technique to approximate the solutions to structural problems as 

an alternative to find the analytical solution.  To find the analytic solution, the unknown 

quantities are obtained from mathematical functions valid at an infinite number of 

locations in the object under study, if this object has irregular geometries or 

discontinuities stating and solving these functions becomes very hard. As an alternative 

numerical methods provide only approximate values of the unknown quantities at 

discrete points in the object [31].

FE models divide a structure of interest into finite elements.  For each of these 

elements, approximate functions are used to represent the unknown quantities.  These 

elements are composed of various points, called nodes.  Each of these nodes connects to 

its contigous nodes creating a web throughout the structure.  This web is called a mesh. 

The mesh is programmed with all the necessary information to simulate how the structure 

will respond to the applied conditions.  During the analysis all the element functions are

combined to produce a set of simultaneous algebraic equations.  The number of functions 
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depends on the number of elements.  The solution of these large-order systems of 

equations provides the approximate solution to the structural problem [84].

1.5.1 FE Analysis (FEA) Package

FEA packages, programmed to solve large-order systems of equations, became 

common with the blooming of fast computers and can help to simulate the effects of 

applied loads, vibrations, fatigue, and heat transfer.  FEA packages, such as Abaqus, are 

very useful to simulate scenarios subject to high-stress applications, such as the collision 

of asperities studied in this research [31].

The FEA packages generally approach the motion of deformable materials in two 

main ways, either using Lagrangian or Eulerian meshes. 

1.5.2 Explicit Dynamic Analysis

The explicit dynamics analysis in the Abaqus FEA package is based on the 

application of an explicit integration rule combined with the use of diagonal element 

mass matrices.  The explicit integration through time is carried by using many small time 

increments and doesn’t require iterations [31].  The equations of motion (for 

displacement, velocity and acceleration) are integrated using the explicit central 

difference integration rule.
( 1) ( ) ( 1) ( 1/2)i i i iu u t u

( 1) ( )
( 1/2) ( 1/2) ( )

2

i i
i i it tu u u

( ) 1 ( ) ( )( )i i iu M F P (C-102)

where u is the displacement, is velocity, is acceleration, i is the increment number, 

i±1/2 are the mid-increment values, t is time, M is the diagonal mass matrix, F is the 

applied load vector, and P is the internal force vector [31].  The internal vector is given 

by:

:T

V
dVP B (C-103)
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where and B is a strain-displacement, and V is the volume of the material at the “current” 

point in time [31].

The explicit integration gains computational efficiency through the use of the 

diagonal element mass matrix, M, since the inversion of it, M-1. M-1 is used to compute 

the accelerations at the beginning of the increment [31]. 

The explicit integration is based in the fact that the kinematic state can be 

evaluated using known values of the velocity, , and acceleration, , from the 

previous increment.  To start the integration the initial value of the mean velocity, ,

needs to be defined.  This value is defined in Abaqus by default as [31]: 
(0)

( 1/2) (0) (0)

2
tu u u (C-104)

1.5.3 FE Elasto Viscoplastic Straining Algorithm

The following strain increment equation can be used to create a FEA elasto-

viscoplastic straining algorithm for an explicit integration method. 

( 1) ( ) ( 1/2) ( 1/2) ( 1/2)2 :
3

i i i i i
vp vp vp vp t (C-105)
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The flow chart presented in Figure C-7 employs many of the equations defined 

previously.  This FE a basic viscoplastic algorithm can be implemented, using the 

dynamic explicit integration procedure in conjunction with the JC plasticity criterions.  

The algorithm employed by this model is far more complex, but this one provides a 

general idea of the flow to the reader.

Figure C-7 Algorithm Elasto Viscoplastic Straining During a Time Step

where M is the global mass matrix, F are the external load matrix, P is the internal nodal 

forces, is the individual element strain, B is a strain-displacement matrix, DE is the 
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elasticity matrix e is the elastic strain, y is the yield stress, vp is the plastic strain, vp is 

the equivalent viscoplastic strain rate, 0 is the reference strain rate, T is the current 

temperature, Tm is the melting temperature, T0 is the transition temperature, A is the 

initial yield stress, B is the hardening modulus, C is a strain rate dependent coefficient, m

is the thermal softening coefficient, and n is the work-hardening exponent, f is JC 

failure strain, p is the pressure stress, q is the Von Mises stress, and d1 through d5 are the 

models’ fracture constants.

1.6 Mie-Gruneisen Equation of State 

This 3D wear model deals with high-speed collisions that may generate shock 

waves therefore an EOS was considered to determine the pressure in a shock-compressed 

solid and the internal energy of the material.  The EOS aids to solve the adiabatic 

equation of energy used in this model by providing the pressure, p in terms of the internal 

energy, U and the density, . For this model the rise in temperature is calculated directly 

at the material integration points in accordance with the conservation of energy equation 

under adiabatic conditions aided by the EOS.  By using this Mie-Gruneisen EOS the 

shock Hugonoit curve is taken as a reference, simulating the wave propagation more 

precisely.

Mie-Gruneisen EOS is generally used for problems involving high velocities [31].  

On its linear form is given by:

( )H Hp p U E (C-106)

where p is pressure, pH is the Gruneisen ratio, is density, U

is the internal energy, a EH is the Hugonoit specific energy [31].

(C-107)

where 0 is a material property and 0 is the reference density [31].

The Hugonoit specific energy EH is defined by [31]:

0
0
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(C-108)

(C-109)

The Hugonoit pressure pH can be stated as [31]:

(C-110)

where c0 is the reference speed of sound and s is a parameter that relates the linear shock 

velocity Us and the particle velocity Up by equation [31].

. (C-111)

If one substitutes these four equations on the linear form of the  Mie-Gruneisen 

EOS and rearrange it in terms of pressure, one arrives to the  form of the EOS used by 

Abaqus [31]:
2

0 0 0
0 02 (1 )

(1 ) 2
cp U
s (C-112)

This 3D wear model incorporates this EOS to aid in the solution of the system of 

equations.  One of its disadvantages is that it is unable to handle material phase changes, 

e.g. melting due to large internal pressure and/or temperatures, however, for this model 

this is not considered an issue because the elements that reach its melting point are 

considered as failed elements and are removed from the mesh and from any further 

calculations.

1.7 Surface Interactions

1.7.1 Surface Roughness 

Based on the results from previous wear studies this 3D FE model focuses on 

characterizing an asperity collision at the micro-mechanical level.  Specifically at one of 

the contact points between the two sliding surfaces.  In order to simulate this scenario it is 

02HH pE
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2
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critical to understand the surface roughness parameters, specifically what is an asperity, 

what is a valley, how can one measure them, and how are they distributed.

When two supposedly flat surfaces as those depicted in Figure C-8 (left) become 

into contact, this contact occurs only at discrete contact points, as shown in Figure C-8

(right).  These contact areas have in their vicinity regional stresses that oppose the 

applied load.  If one of these surfaces slides over the other one, deformation occurs 

around these contact spots and the material failure is reached, sliding wear occurs.  Thus, 

one can model sliding wear at the micro-mechanical level attempting to replicate the 

interactions between the two surfaces, at these contact points [12].

Roughness is a measure of the surface texture. It can be quantified by the vertical 

deviations from an ideal horizontal surface, or mean line. If these deviations are large, the 

surface is rough; if they are small the surface is smooth [12].

Roughness can be characterized by many parameters a commonly used parameter 

is amplitude.  Amplitude parameters can provide us statistical information about the 

shape of the height distribution histogram.  The high points on the histogram are called 

asperities or peaks, and the low points are called valleys. Moreover, the asperities can be 

defined as microscopic projections on surfaces resulting from surface finishing processes 

[12].

In this model, one accounts for the surface roughness based on amplitude 

parameters, the average roughness, Ra:

Figure C-8 Schematic of Surfaces in Contact and their Contact 
Points [12]
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where n is the number of points on the profile and yi is the vertical distance from the 

mean line.  

This formula assumes a filtered roughness profile and an already calculated mean 

line. Typically the roughness is filtered to separate form error, waviness, and roughness 

resulting from a measurement.

The dimensions of the asperities modeled were based on average asperity size 

measurements taken on specimens of the materials. 

To extrapolate the model results a spatial parameter, the number of asperities per 

unit of area was employed.  This parameter is given by:

Number of asperities# uAAsp
M N (C-114)

where M and N are the width and length of the rectangular microscopical image.  

This value is used to extrapolate the wear due to a single asperity into the average 

wear due multiple asperities assuming the density of the asperities is such, that the 

distance between surface contact points  is large enough that one can consider wear due 

to a single asperity collision as an isolated event.  Thus, any consecutive collisions are 

then considered as only replicates of this single asperity collision scenario.

Section 1.4 presents the experimentation required to obtain the surface roughness 

parameters to be used in this 3D wear model.  Sections 5 shows how the asperity size 

parameters are incorporated into the model geometry to characterize sliding the micro-

mechanical wear.  

1.7.2 Friction

Friction is important for this investigation since the 3D wear model is based on 

the dry sliding between two objects at the micro-mechanical level, and therefore the 

forces generated by this relative motion need to be considered. 
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Friction is defined as the force resisting the relative motion of solid surfaces, fluid 

layers, and/or material elements sliding against each other [37].   This section presents the 

required frictional background.

Charles-Augustine de Coulomb developed a model to calculate the force of dry 

friction using the following governing equation:

f nF F (C-115)

where Ff is the force of fricti

coefficient of friction, and Fn is the normal force exerted by each surface on the other.

In the article “Frictional Interactions in High-speed Sliding Contact”, Chad A. 

Burton and Robert A. Brockman, they state that the “friction coefficient is an empirical 

parameter that accounts for sources of resistance to relative motion on a scale smaller 

than that represented explicitly in one’s model …”.  They suggest that all the frictional 

resistance arising from surface waviness, asperities, and smaller microstructural features 

must be bundled into a specified value of μ.  If the model has details about surface 

waviness or asperities, then the appropriate value of the friction coefficient must change: 

the features represented explicitly in the model, produce additional frictional resistance 

that was previously accounted by the value of μ at the higher level. They conclude that 

the value of μ does not disappear, since smaller-scale features will still contribute to 

sliding friction but will not be manifested in the model physics automatically [20].  The 

Figure C-9 shows a notional depiction of this concept of the qualitative dependence of 
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friction coefficient on model length scale. 

Figure C-9 Qualitative Dependence of Friction Coefficient on Length Scale

The 3D wear model takes into consideration roughness features at the asperity 

level, in fact it focuses on the collision of these asperities.  The size range of the 

asperities to be modeled is 2-10 micro-meters.  Thus, considering this fact, the effective 

Coefficient Of Friction (COF) to be used for it should be a fraction of that obtained at 

macro-level experiments, however due to the lack of experimental data available, the

COF employed on it was based on Montgomery’s steel-on-steel investigations [81].

1.7.3 Penalty Method

During a collision, as the one simulated in this research’s 3D wear model, the 

contact between the two bodies needs to be considered.  Specifically, once they start to 

interpenetrate the external boundaries of each other.  

The penalty method is an algorithm to simulate a rigid body contact that permits 

some relative motion of the surfaces, an elastic slip.  This method applies virtual springs 

(stiffness) to the surfaces in contact [31].  The penalty method, predicts the updated 

geometry using the basic central difference algorithm, looks for contact conditions that 

are active or violated, and then corrects them by doing two things:

3D Wear 

Model features
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(1) Adjusting the location of the nodes and their velocities to ensure the contact 

constraint is satisfied, while conserving momentum in the process [31]; and

(2) Applying restoring forces to maintain the contact constraint.  The restoring 

forces are determined via the properties of the materials in contact, so the appropriate 

penalty stiffness can be applied without wrecking the critical time step.  These restoring 

forces are proportional to the length of sudden interpenetration [31].  Figure C-10 shows

a graphical depiction of this method.

Figure C-10 Schematic of the Penalty Method Equivalent Stiffness

physically equivalent to a compression of a spring.  

The potential energy sp,  resulting when applying the penalty methods and is 

given by:

21
2sp k (C-116)

This penalty term then can be easily incorporated to enforce the constraint by 

adding it to the potential energy function, p , of the system.  This energy is then 

accounted for  in the energy method used to solve the statistically indeterminant systems 

of equations [31].

1.8 Experimentation and Extrapolation Concepts

1.8.1 Archard’s Wear Rate Model

Archard’s [4] approach to obtain wear rates is important for this research because 

it has proven to be successful for low-velocities problems.  This model was used on 

previous high-speed wear investigations to develop a scaling factor used to extrapolate 
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low-speed proven results to high-speed predictions.  For this research the dimensionless 

normalized results obtained with Archard’s model will be used for comparison purposes.

In 1956, Archard [4] experimented with a pin on disk system to study the wear of 

metals under dry conditions. They employed a low speed rotating disk with a pin over its 

surface.  They researched the material wear effects due to the load applied to the pin and 

due to the disk low velocity rotation.  They related wear rates, normal loads and material 

hardness via the following equation:

uA AQ W k p (C-117)

where  is the dimensionless normalized wear rate also called the wear rate per unit
of area, ,    is Archards Wear Coefficient,  is the normalized pressure given by uA A

Q
W k p

n

n

Fp
A H (C-118)

where   is the normal force,  is the apparent contact area, and H is the indentation hardness.n nF A
Delamination occurs when materials separates in layers.  Archard’s wear 

coefficient kA , can be estimated with the following delamination theory formula, based 

on plastic shear strain accumulation around material inclusions.

0
*

2 v
A

A

fk
f (C-119)

0
*

where   is the accumulated plastic shear strain,   is the volume fraction of inclusions,

and  is the critical area fraction of voids.
v

A

f

f

Archard’s experiments were based on low speed sliding wear.  Archard’s model 

was considered inappropriate for this high speed sliding wear problem since this problem

deals with velocities up to 1,530 m/s and Archar’s experiments were executed at a 

relatively low velocities around 10 m/s [4].

1.8.2 Wear Rates and Total Sliding Wear.

Wear rate is defined as the volume of material removed per unit of time or per 

unit of sliding distance [12].  For this research, the wear rates are considered in terms of 

sliding distance, unless otherwise noted.  The equation for a dimensional wear rate is 
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d

s

VW D (C-120)

where W is the wear rate, Vd is the volume of material removed or damaged, and Ds is 

the sliding distance. 

The wear rates can be normalized to become dimensionless by dividing them by 

the area of contact, Ac.  These wear rates per unit of area can be calculated by:
3

2

[ ]   ( )
[ ] [ ]

d
uA

c s c

V mmWW A D mm A mm (C-121)

Dimensionless wear rates are the most practical because they can be applied 

regardless of the dimensions of the system.  Section 6.4 explains why in this problem 

dimensionless wear rates are necessary since the area of contact varies.

For a rectangular shape the Ac is given by:

c c cA l w (C-122)

where lc and wc are the length and width of the area in contact, assumed to be rectangular.

The sliding distance, Ds, is a function of the horizontal distance traveled, D,  and 

the percent of distance in contact, %Cont, or:

%sD D Cont (C-123)

To estimate wear, one can arrive to the following equation by combining and 

rearranging the previous three equations.

%d uA c c sV W l w D Cont (C-124)

Since generally the wear rates are a function of the sliding velocity then, if the 

velocity is not constant, one can estimate the total wear by dividing the velocity profile 

into a number, n, of discrete velocity ranges, evaluating the wear at each range, and then 

adding them all.  In other words:

1
%

n n n n

n

d uA c c s nV W l w D Cont (C-125)

where Vd is the total wear, 
nuAW are the normalized wear rates, 

ncl is the length in contact, 

ncw is the width in contact, 
nsD is the sliding distance in contact, % nCont is the percent of 

distance in contact and the suffix n denotes the discrete velocity range number.
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Section 5.11 summarizes how this equation will be used in conjunction with the 

normalized wear values to calculate the total mechanical sliding wear.

1.8.3 Split Hopkinson Bar (SHB) Tests

This section provides the background information of the SHB test experiments 

required to obtain some of the parameters necessary for this model.  Although the 

apparatus presented was not be physically operated by the student, understanding their 

theory and providing an overview of their operation is important.

The Hopkinson Pressure Bar was developed by Bertram Hopkinson in 1914 to 

measure stress pulse propagation in a metal bar.  In 1949 H. Kolsky refined the technique 

by using two bars in series, setup known as the split-Hopkinson bar, to measure stress 

and strain, incorporating oscilliscopes with electrical condenser units to measure the 

pressure wave propagation in the pressure bars.  Later modifications have allowed for 

tensile, compression, impact, and torsion testing [24].  Figure C-11, is a picture of the 

UDRI SHB test apparatus. Figure C-12 shows a schematic of the apparatus and Figure 

C-13 zooms into the schematic of the test specimen.
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Figure C-11 UDRI Split Hopkinson Bar Test Apparatus [24].
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Figure C-12 Split Hopkinson Bar Test Apparatus for Direct Impact Tests [57]

Figure C-13 Schematic of SHB Test Specimen [24].

This SHB tests can be carried out to obtain data at different temperatures by pre-

heating the specimen to the temperature of interest with the aid of a heating element as 

the one presented in the Figure C-14 [24].



198

Figure C-14 SHB Test Apparatus Heating Element [24].

For the SHB direct impact tests the striker bar hits the incident bar, this impact 

creates a stress wave that propagates through the incident bar at the material’s sound 

speed. A collar made from the same material used for the bars is surrounds the specimen

to let it withhold the compression from the stress wave. This facilitates the pulse to be 

transmitted through the test specimen without a significant loss of the wave intensity. 

The incident wave looses the specimen’s collar as it passes through it.  The free end then 

reflects the compression wave as a tension wave because it cannot support the stress.  

This wave travels through the transmitter bar, back to the specimen (now without a

collar) [24].  The transmitted strain pulse, t , is measured with a strain gage placed on the 

incident bar (Strain gage 1 in Figure C-12.  The reflected strain pulse, r is measured with 

a strain gage placed on the transmitter bar (Strain gage 2 in Figure C-12.  From the strain

data gathered by these two gages the stresses can be calculated as follow [57]: 

First, the stress pulse are assumed to be

o sc V (C-126)

where is the material density, oc is the material sound speed, and Vs is the striker bar 

velocity measured using laser breaks.

The elastic wave speed can be calculated with:

o
Ec (C-127)
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where E is the striker bar elastic modulus.

The displacements at the ends of the specimen are evaluated with:

1 0 1 0
0 0

( )
t t

i ru c dt c dt (C-128)

2 0 2 0
0 0

t t

tu c dt c dt (C-129)

where 1,2u are the displacements at ends 1 and 2 of, 1,2 are the strains at ends 1 and 2, oc is 

the material sound speed and i, t, and r are the incident, transmitted and reflected strain 

pulses [57].

Knowing that u
x , one evaluates the specimen strain, s ,with:

1 2
s

u u
L (C-130)

where L is the length of the specimen and 1,2u are the displacements at ends 1 and 2 [57]. 

Combining these three equations one can express the specimen strain as:

0

( )
t

o
s i r t

c dt
L (C-131)

The pressures on the specimen’s ends are given by:

1 ( )i rP EA (C-132)

2 tP EA (C-133)

where E is Young’s modulus of elasticity  and A is the specimen’s cross area [57].

Assuming that the forces on both ends of the specimen are equal, P1 = P2, then by 

combining the last two equations one arrives to [57]:

t i r (C-134)

Substituting this equation into 3.112 one arrives to:

0 0

2[ ( )]
t t

o o
s i r i r r

c cdt dt
L L (C-135)

Deriving this equation one can calculate the specimens stress rate:
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2 o
s r

c
L (C-136)

Knowing that E , one can express the specimen stress as:

s sE (C-137)

Understanding the methods required to phenomenologically obtain the material’s 

properties, both elastic and plastic at varying strain rates, was required.  The stress and 

strain measurements derived from these experiments can be used to develop the 

constitutive models that approximate the material’s characteristics. For this research the 

stress-strain curves obtained from these types of experiments, executed at various strain 

rates and temperatures, were used to obtain the Johnson-Cook’s plasticity model 

parameters.  The maximum strain-rate that can be generated in the SHB scenario is on the 

order of 103/sec [24].

1.8.4 Flyer Impact Plate Tests (FIPT)

To cover the maximum range of strain-rates when developing the Johnson-cook 

constitutive model, two major tests are typically conducted.  The traditional SHB test that 

can generate the parameters for strain-rates up to 103/sec and the flyer impact plate tests 

to extend it beyond those that.   The FIPT can be used for uniaxial strain-rates ranging 

from 104/sec to 106/sec [24].

On these experiments a flyer plate is launched in a gun barrel towards a stationary 

target plate.  The flyer plate is carried on a projectile known as a sabot, and is launched at 

velocities ranging from a few meters per second up to several kilometers per second 

using a variety of gas and powder.  A picture of the flyer plate apparatus and a schematic 

of the simple plate impact experiment are shown in Figure C-15.  Once the impact 

occurs, normal uniaxial-strain compressive waves will be propagated in both the flyer 

and the target.  The target plate is expected to deform inelastically during the experiment.  

If the impact velocity is sufficiently high, one or both of the propagating waves within the 

plates will be inelastic.  At velocities just above the velocity required to cause yield of the 

target material, both elastic and plastic waves will propagate into the target, with the 

elastic precursor propagating at a higher wave speed.   The magnitude of the elastic 
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precursor wave is known as the Hugonoit elastic limit (HEL).  The flyer plate 

experiments can be tailored to yield both the HEL and the peak stresses at given impact 

velocities [24].

The elastic precursor wave travels at the material sound speed.  The plastic 

deformation wave travels at a slower speed behind the elastic precursor.  At a particular 

point in the material, the peak stress is the summation of the plastic and elastic 

deformation waves, until the elastic release wave returns from the far-field boundary.  

The main reason that the HEL is used to estimate the flow stress at a given strain-rate is 

that uniaxial strain simulations of the impact event will rely on the material constitutive 

model to adjust the magnitude of the HEL and thereby the total peak stress.  These high 

speed tests can provide the stress measurements with respect to time for a given impact 

[24]. 

Figure C-15 Flyer Plate Test Apparatus and Schematic [24].

1.9 Appendix Summary

In summary, this appendix is an attempt to present as much as practical, all of the 

methods and functions used to develop this FE wear model. As stated at the beginning of 

the appendix “each section could be a appendix in its self”.  It was felt that the order of 

the important concepts should be presented before the concepts and functions were used.  

In addition, some concepts that are not used were presented for completeness of the 

theory.  Finally one must realize many of the equations are incremental and though they 

were not show explicitly, the mean was stated. The concept of displacement for example 

comes from integrating the velocity with respect to time and the velocity is based on 



202

integrating acceleration with respect to time.   The explicit method used in Abaqus 

characterizes each node and balances force.
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Appendix D. Input Parameters Determination

This appendix presents a summary of the processes required to derive this 3D FE 

wear model input parameters.  These parameters were obtained from previous studies 

such as those conducted by Montgomery’s to obtain the coefficient of friction, by 

Johnson and Holmquist for the J-C parameters, and by Dr. Voyiadjis for the surface 

characterization parameters.  None of these experiments were carried out by the author.  

This appendix presents only a brief overview of the experiments required to obtain the 

parameters for each of the algorithms employed by this 3D FE wear model.  The 

references included in each section will point the documents containing the details of 

each experimentation.

1.1 Johnson-Cook Plasticity Parameters for Low-Strain-Rate Scenarios

In 2005, Z. A. Kennan [57] conducted Split Hopkinson bar tests, at the University 

of Dayton Research Institute (UDRI).  He conducted these tests using AISI-1080 and 

VascoMax 300 steel specimens submitted to various strain rates and temperatures to 

develop the constitutive model for each of these two materials. The dimensions of the 

specimens employed on these experiments are depicted in Figure D-1.

Figure D-1 SHB Specimen Dimensions (inches) [57]
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The AISI-1080 Steel results from the SHB Tests are presented in Table D-1.

Table D-1 SHB Test Results for AISI-1080 Steel [57]

UDRI obtained the quasi-static data presented in Figure D-2 from two tensile 

strength tests.  In both, the AISI-1080 steel displayed a typical strain-hardening curve and 

very little necking, as one can see in Figure D-2 [57].

Figure D-2 Stress-Strain Curves for AISI-1080 Steel [57]
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The data from these quasi-static tests was used to obtain the material elastic 

Modulus.  The slope of the elastic region represents the elastic modulus, E.  For these 

tests the average E was determined to be 203 GPa [57].

This data was also used to obtain the parameters A, B and n of the Johnson-Cook 

plasticity equation, presented in section 1.4.3:

0

0 0

[ ( ) ][1 ( )][1 ( ) ]pn m
y p

m

T TA B CLn
T T (D-1)

where y is the static yield stress,  p is the equivalent plastic strain, p is the equivalent 

plastic strain rate, 0 is the equivalent plastic strain rate, T is the current temperature, Tm

is the melting temperature, T0 is the transition temperature, A is the initial yield stress, B

is the hardening modulus, and C is a strain rate dependent coefficient [57].

The JC parameter A, was determined by applying the 0.2% offset yield limit rule 

typically used on steels to determine their Yield stress. Their offset is depicted by the 

pink line in the previous figure and its intersection point, represents the yield stress (JC 

parameter A).  The average from both tests was 0.525 GPa [57].

To obtain the Johnson-Cook strain hardening factor, B, and the strain hardening 

index, n, the plastic region of the quasi-static curves was defined in terms of the Effective 

Stress Difference (ESD) and the plastic strain. The ESD, or stress after the yield stress, 

can be calculated simply by subtracting to the total stress from the yield stress.  The

plastic strain can be calculated as the total strain minus the elastic strain. Plotting the log 

of the ESD and plastic strain allows one to apply a linear fit. The logarithmic plots for 

test 474-2 are presented in Figure D-3 and for test 474-3 in Figure D-4 [57].

.
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Figure D-3 Strain Hardening Factor “B” and Index “n” for Test 474-2 [57]

Figure D-4 Strain Hardening Factor “B” and Index “n” for Test 474-3 [57]

The JC strain hardening factor B is determined by the intersection of these log 

plots with the Y axis, in these cases the intersection values are 0.5186 and 0.5885.  

Converting these logarithmic values of B one gets:  For test 474-2, B=100.5186=3.300 and 

for test 474-3, B-100.5885=3.877.   Their average was determined to be B=3.59 GPa.
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The JC strain hardening index, n, is the slope of these logarithmic plots, therefore 

n=0.6433 for the 474-2 test and n=0.6924 for the 474-3 test. Their average n=0.67.

The strain rate sensitivity parameter, C, can be found from SHB tests conducted at 

room temperature, C and various strain rates. Kennan [57] carried these experiments

at four arbitrary different strain rates: 1/s, 500/s, 1000/s, and 1500/s.  To find the C 

coefficient, he followed these steps [57]:

(1) Selected a strain that represents the plastic area of interest, high to facilitate 

calculations but away from the fracture point, Kennan selected a strain of 0.62, 

(2) From experiments at various strain rates, he created a series of points by 

dividing the JC dynamic stress (defined in section 1.4.3) at the strain of interest by the 

static stress (defined in section 1.4.4) and given by:

0

0

[ ( ) ][1 ( ) ]n m
y p

m

T TA B
T T (D-2)

(3) Plotted on a logarithmic scale the ratio of the dynamic stress over the static 

stress versus the  strain rate, (3) applied a least square fit to the test points, and

(4) Obtained the slope of the least square fit, which is the C coefficient [57].

Table D-2 shows the data that Kennan employed to obtain the strain rate 

sensitivity of the AISI-1080 stee and Figure D-5 presents the plot he used..  The chosen 

strain was 0.62 and the average C was determined to be 0.029 [57].
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Figure D-5 Strain Rate Sensitivity, “C”, of AISI-1080 Steel [57]

Finally, the thermal softening coefficient, m, was determined from test data at 

varying temperatures and a fix strain–rate.  To find this factor one follows these steps:  

(1) Calculate one minus ratio of the dynamic stress over the static stress, (2) calculate the 

homologous temperature defined in section 1.4.3, (2) plot in a logarithmic scale the 

relation between these two values, (3) apply least square fit to the test points (4) Obtain 

the slope of the least square fit, which is the m thermal coefficient [57].

Table D-3 and Figure D-6 show the data and plot employed to obtain the thermal 

softening coefficient of the AISI-1080 steel. m was determined to be 0.75.

Table D-2 Strain Rate Data [57]
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Figure D-6 Thermal Softening Coefficient “m” for the AISI-1080 Steel [57]

To verify the effectiveness of the constitutive model over a wide range of

dynamic loadings, Kennan plotted the flow stresses versus the strain rates of both the 

experimental and JC constitutive model.  In Kennan’s plot, presented in Figure D-7, one 

Table D-3 Temperature Dependent Data [57]
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can see that in deed the Johnson-Cook model followed the relationship between 

temperature and flow stress [57].

.

Figure D-7 Stress-Strain Rate Curves for AISI-1080 Steel [26]
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The VascoMax300 SHB tests results are summarized in the next table.

Table D-4 SHB Test Results for Vascomax300 Steel [57]

Figure D-8 shows the quasi-static curves of this VascoMax300 steel.  On it one 

can see that the material shows little strain hardening, brittle failure and necking.   

Kennan corrected the necking phenomenon, by assuming incompressible material 

characteristics.  Figure D-8 displays both, the uncorrected and corrected stress-strain 

curves [25].  Similar characteristics were observed over all the strain rates and 

temperatures.
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Figure D-8 Stress-Strain Curves for VascoMax 300 [26]

From the corrected plot Kennan derived all the JC parameters for the 

Vascomax300 material following the same methodology explained above for the AISI-

1080 steel.  The JC parameters for this material were determined to be A=2.1 GPa, B= 

0.124 GPa, C=0.03, m=0.8, and n= 0.3737 [26].

In Figure D-9, one can see how the Johnson-Cook model, using these parameters, 

did follow the relationship between temperature and flow stress.

Figure D-9 Stress-Strain Rate Curves for VascoMax 300 [26]

The JC parameters obtained from the SHB tests of the AISI-1080 and 

VascoMax300 steels are summarized in Table D-5.
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Materials A
(GPa)

B
(GPa)

C m n

VascoMax 300 2.17 .124 0.0046 0.95 0.3737
AISI-1080 Steel 0.525 3.59 0.029 0.7525 0.6

Table D-5 JC Plasticity Parameters Obtained from SHB Tests

1.2 Johnson-Cook Plasticity Parameters for High-Strain-Rate Scenarios

In 2006, Cinnamon [27] conducted various tests to AISI-1080 Steel and 

VascoMax 300 specimens to characterize the behavior of both of these materials at 

various high strain rates and temperatures.

The JC parameters determined by Kennan [57] using the SHB tests can be used in 

the mid-strain-rate regimen.  However, since this research deals with a high strain-rate 

wear scenario, in order to determine the appropriate parameters various flyer plate 

experiments had to be conducted to adapt the J-C model to the high-strain-rate regimen 

[27].  These tests were carried out at the University of Dayton Research Institute (UDRI) 

and summarized in Table D-6.

Table D-6 Summary of UDRI Flyer Plate Tests [57]

To tailor the JC plasticity parameters for high-strain-rate scenarios, an Eulerian-

Lagrangian hydrocode called CTH, was chosen to simulate the flyer plate impacts 

through a 1-D model. Cinnamon followed these steps:  First, He compared against the 

flyer-plate experimental data against the results from the CTH simulations carried out 

with the JC parameters obtained from the SHB tests.  Figure D-10 and Figure D-11 show 

the comparison for tests 7-1878 and 7-1879.  In them, one can see how the JC models 
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using the SHB parameters under-predict the flow stress at high-strain-rates, therefore the 

parameters had to be adjusted with the flyer plate experiments data, to effectively tailor 

them to the high strain-rate impacts [26].

Figure D-10 Flyer Test Results vs. Model of VascoMax300 [26]

Figure D-11 Flyer Test Comparison vs. Original Model of AISI-1080 [26]
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The JC parameters were adjusted between the CTH simulations, in an iteration 

process to calibrate the simulations based on the flyer plate test data. In other words, the 

parameters were iteratively adjusted until finding a ”best-fit” match to the flyer tests data.  

Figure D-12 and Figure D-13 show the “best-fit” CTH simulations for VascoMax 

300 (test 1878) and AISI-1080 (test 1979). These plots depict the simulation of the flow 

stress as a function of time [26].

Figure D-12 Flyer Test Results vs. “Best Fit” Model of VascoMax300 [26]
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Figure D-13 Flyer Test Results vs. “Best Fit” Model of AISI-1080 [26]

Table D-7 summarizes the constants obtained for both CTH models, once 

adjusted top “best fit” the flyer plate stress data. These JC parameters were the ones fed 

into this research 3D FE wear model.

Materials A
(GPa)

B
(GPa)

C m n

VascoMax 300 2.1 .124 0.03 0.8 0.3737
AISI-1080 Steel 0.7 3.6 0.017 0.25 0.6

Table D-7 JC Plasticity Parameters Refined with Flyer Tests
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1.3 Johnson-Cook Failure Parameters Determination

Fracture theory typically predicts that the failure will occur due to the coalescence 

of voids at the center of the specimen, as shown in Figure D-14 [40].  For this reason 

Johnson and Cook developed a failure criterion based on the stress state and plastic strain 

at fracture projected in this interior point.

Figure D-14 Fracture Point of Interest [40]

This JC Dynamic failure criterion, presented in section 1.4.5, is given by:

0
1 2 3 4 5

0 0
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q T T (D-3)

The triaxiality term p/q, is also called the hydrostatic tensile stress.  It is defined 

as the ratio of the hydrostatic pressure, p, over the Von Mises stress, q. This JC fracture 

criterion is based on the triaxiality and therefore to obtain the parameters for it, one must 

first find out the triaxiality at the SHB test specimen’s center point.  Since, to the best of 

the author’s knowledge, there is no instrumentation to measure the triaxiality at this

interior point then, an alternative way is to obtain this it from FE simulations.  The 

simulations are carried using the Johnson-Cook data from the plasticity tests.  They are 

intentionally ran without a failure model and then the results are manually truncated to 

match the experimental data at the failure point.
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The next few subsections will describe how Hammer [40] obtained these JC 

Dynamic failure criterion parameters:

2.1.2.1 Experimentation 

Hammer [40] carried out the various experiments to obtain the JC failure 

parameters for the Ti-gAl-4V alloy.  He submitted material specimens to Quasi-static and 

high strain rate tension, compression, and torsion (shear) tests.  He then used the 

procedures described in section 1.9 to derive the JC plasticity parameters from these 

experiments.  He concluded that for the Ti-gAl-4V alloy:  A=1002MPa, B=431MPa, 

n=0.5, C=0.023, and m=0.69.

2.1.2.2 Abaqus SHB Simulations 

To obtain the fracture parameters, Hammer introduced these parameters into an 

Abaqus SHB test model to simulate plane stress, axisymmetric, plane strain, and 

combined loading tests.  Carrying out experiments with different test specimens spreads 

out the range of the strain failure points necessary to develop the fracture criterion.  A 

wider strain failure range aids to increase the accuracy of the criterion [41].

These simulations were intentionally ran without a failure model and the results 

were manually truncated to match the experimental data at the failure point. The 

triaxiality, on the center of the simulated specimens, was recorded at the truncated point,

to determine the JC failure criterion. Table D-6 shows the stress triaxiality at these 

truncated points, obtained at the reference strain rate of 1 s-1 and reference temperature of

25 °C.
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Table D-8 Ductile Fracture Simulations Results of the Ti-6Al-4V [41]

2.1.2.3 Johnson-Cook Failure Parameters d1, d2, and d3

Hammer determined the stress state dependence parameters (d1, d2, and d3)

following these steps [41]:

1) Plotting the failure strain points against the triaxiality obtained from the 

truncated simulations, as shown in Figure D-15.  2. 

2) Finding a curve to fit the data aided by computer software.  He determined that 

the parameters for the first bracket of the JC failure equation are: d1 = -0.081, d2 =1.18 

and d3 = -0.15.  The equation with these parameters is represented by the green line in

Figure D-15 and is stated as:

1 2 3 [ exp( )] [ 0.081 1.18exp( 0.15 )]p pd d d
q q (D-4)
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Figure D-15 Johnson-Cook Predictions vs. Experimental Data [40]

The gray line in Figure D-15 represents the results from the equation using the 

parameters obtained by Johnson and Holmquist.  Johnson-Holmquist determined the

parameters to be d1= -0.09, d2=0.25 and d3= 0.5 [53].

2.1.2.4 Johnson-Cook Failure Parameter d4

To obtain the strain dependent parameter, d4, present in the second bracket of the 

JC failure equation, Hammer first obtained the strain dependent fracture points from the 

strain-rate dependence experiments, presented in Figure D-16
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Figure D-16 Strain Rate Dependent Data [41]

He then normalized these fracture strains obtained at the reference temperature 

and assuming a reference triaxiality of p/q~0.4 (based on the mean triaxiality results from 

the tests presented in Table D-6 [41]. The normalized strain he used to obtain the strain 

rate parameter is given by:

0
4 1 2 3 5

0 0

[1 ( )]  were  [ exp( )][1 ( )]f p
r

r m

T Tpd Ln d d d d
q T T (D-5)

He substituted in this equation the reference triaxiality, the reference temperature, 

and the parameters already obtained d1, d2 and d3 and to get:
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[ 0.081 1.18exp( 0.15 0.4)][1 0] 1.03r (D-6)

He divided the values of the strain dependent fracture points by 1.03 to normalize 

them and plotted these normalized strain fracture points, as shown in Figure D-17.

Hammer then obtained d4 by fitting a curve through these points, the green curve of 

Figure D-17. He determined that d4 = for the Ti-6Al-4V alloy [41].

Figure D-17 Strain Rate Sensitivity for Ti-6Al-4V [40]

The gray line in this figure represents the curve with the parameters obtained by 

Johnson and Holmquist [53].  Johnson-Holmquist determined that  d4= 0.014.

2.1.2.5 Johnson-Cook Failure Parameter d5

Finally, Hammer determined d5 by from the experimental temperature dependent

data, shown in Figure D-18 as follow:

4
0

[1 ( )]f p

r

d Ln
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Figure D-18 Temperature Dependent Data [40].

Hammer [41] normalized these fracture strains obtained at the reference strain 

rate of 1s-1 and at the reference triaxiality of p/q~0.4 (based on the mean triaxiality results 

from the tests presented in Table D-6. The normalized strain he used to obtain d5 is given 

by:

0
5 1 2 3 4

0 0

[1 ( )]  were  [ exp( )][1 ( )]f p
r

r m

T T pd d d d d Ln
T T q (D-7)

He substituted in this equation the reference triaxiality, the reference strain rate, 

and the parameters already obtained d1, d2 and d3 and to get:

[ 0.081 1.18exp( 0.15 0.4)][1 0.14 (1)] 1.03r Ln (D-8)
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He then divided the values of temperature dependent fracture points by 1.03 to 

normalize them and plotted points against the homologous temperature, as shown in 

Figure D-19. The homologous temperature is 0 at the reference temperature of 25 °C, 

0.14 at 200 °C, 0.3 at 400 °C and 0.44 at 600 °C.  

Finally, d5 was determined by fitting a curve through these points. Hammer 

determined d5 was 2.1 for the Ti-6Al-4V alloy, the green curve in Figure D-19 represents 

the fitting curve using this value.

Figure D-19 Strain Rate Sensitivity for Ti-6Al-4V [40]

The gray line represents the curve using the parameters obtained by Johnson and 

Holmquist [53]. Johnson-Holmquist determined that d5= 3.87.

Due to the lack of the required experimental data required to obtain the 

parameters for the VascoMax300 and AISI-1080 steel, the parameters determined by 

Johnson-Holmquist [53] for the Ti-6Al-4V and AISI1045 steel were used instead for this 

3D FE wear model.  Table D-9 summarizes these input parameters:

Materials Parameters of materials 
with similar properties:

VascoMax 300 Ti-6A1-4V[31] -0.09 0.25 0.5 0.014 3.87
AISI-1080 Steel AISI Steel 1045[31]. 0.7 3.6 0.17 0.25 0.6

Table D-9 JC Dynamic Failure Parameters 

1d 2d 3d 4d 5d

0
5

0

[1 ( )]f

r m

T Td
T T
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1.4 Mie-Gruneisen Equation of State (EOS)

The concepts related to the Mie-Gruneisen Equation of State are presented in 

Appendix A, Section [1.4]. This EOS is generally used for problems involving impact at 

high velocities, ranging from 100 m/s to 2,000 m/s [31], therefore it is used for this 

research high-speed sliding simulations.

An accurate description of the shock wave propagation is important in simulations 

involving impact. The benefit of the Mie-Gruneisen EOS is that the shock Hugonoit 

curve is taken as a reference. During simulations this experimental fit is followed and 

describes the propagation more precisely.

The necessary material properties to implement this relationship in Abaqus were 

obtained from materials with similar properties.  These materials were available in 

AFIT’s CTH database and summarized in Table D-10. CTH is an Eulerian-Lagrangian 

hydrocode developed by Sandia National Laboratory.

Materials Parameters of materials 
with similar properties: (km/s)

VascoMax 300 VascoMax250[CTH] 4.605 1.456 1.65
AISI-1080 Steel CTH Iron-Alpha [CTH]. 3.980 1.580 1.6

Table D-10 Mie-Gruneisen EOS Parameters

1.5 Friction Experimentation

Montgomery’s experimental frictional data was used in the present research as the 

frictional relationship between the two sliding parts, therefore, providing an overview of 

this experimentation is important.

Between 1946 and 1956 the U.S Army conducted extensive experiments to collect 

friction and wear data at sliding speeds, up to 1800ft/s.  To do so, they used a 

sophisticated high-speed pin-on disk apparatus [81].

Montgomery [81] used this data to obtain empirical coe

The experimental data points from his investigations of steel-on-steel sliding allowed us 

to relate the friction coefficient to the pressure velocity factor, Pv.  In order to do so these 

0c s 0
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experimental points were exponentially fitted to a curve.  From this curve was derived the 

following equation, which is in terms of millimeters and MPa units.

(D-9)

As one can notice on this equation, once the pressure velocity exceeds 4.45×108

MPa mm/s, the coefficient of friction becomes constant, which corresponds to 

Montgomery’s observations at high pressure velocities [81].   Montgomery’s 

experimental data is plotted and presented in Figure D-20.

Figure D-20 Montgomery’s Coefficient of Friction [81]

1.6 Initial Temperature Experimentation

Considering that he higher the initial temperature the softer the initial state of the 

colliding asperity, one needs to input an appropriate temperatures into the model.  The 

initial temperatures introduced into the model were determined by Le [66]. Le carried 

out a thermal analysis developed from the high-speed sliding of a traveling slipper over

the Holloman High Speed Test Track.  The goal of her research was to characterize the 

amount of heat flow going into the slipper as it slid and to predict the melt wear [66].

02.0
307.0269.0

97 1008.610409.3 PvPv ee
8

8

1045.4:
1045.40:
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Le’s heat transfer analysis assumed one-dimensional heat conduction into the 

slipper, due to the frictional energy produced by the relative motion between the slipper 

and the rail.  This frictional energy in the form of heat then translates into high 

temperatures which eventually reach the point of melt [66].

Le investigated how much melt wear was produced by considering the partition 

fraction of heat entering into the slipper.  She used different partition fraction functions, 

some assumed that the slipper was always in contact with the rail and others that bounced 

due to the aerodynamics and imperfections on the system. The total melt wear predicted 

using these functions was between 2-3%, however, these results depended heavily on the

partition function used.  The investigation to determine the actual partition formulation 

for this wear problem is still ongoing. Le’s [66] preliminary results are reasonable and in 

general agreement with wear theory.  The skin temperatures, as a function of the DADS 

percent of contact, introduced into this model are based on Le’s preliminary results:

Velocity (m/s) Skin Temperature 
( °K) 

DADS  
%Contact 

25 299.2 0.89 
100 317.5 0.73 
200 328.9 0.47 
300 364.1 0.3 
400 399.1 0.27 
500 429.8 0.29 
600 440.2 0.25 
700 506.7 0.19 
800 495.7 0.24 
900 494.9 0.25 

1000 479.5 0.24 
1100 532.5 0.19 
1200 615.5 0.16 
1300 615.9 0.16 
1400 666.4 0.17 
1500 646.5 0.17 

Table D-11 Thermal Analysis Results [66]



228

1.7 Appendix Summary

This appendix presented only a brief overview of the experiments required to 

obtain the parameters for the algorithms employed by this 3D FE wear model.  The 

references included in each section pointed the documents containing the details of these 

experiments.  The following table summarizes the input-parameters for this model:

AISI-1080 Steel VascoMax300 Steel
Shear Modulus (kPa) 7.984E+7 7.389E+7

JC Plasticity A (kPa) 5.25E+5 2.17E+6

JC Plasticity B (kPa) 3.59E+6 1.24E+5

JC Plasticity n 0.67 0.37

JC Plasticity C 0.029 0.03

JC Plasticity m 0.75 .8

JC D. Fracture d1 0.06 -0.09

JC D. Fracture d2 3.31 0.27

JC D. Fracture d3 1.96 0.48

JC D. Fracture d4 0.002 0.014

JC D. Fracture d5 0.58 3.87

Eq. Plastic displacement to fail (mm) 0.00001 0.00001

MG EOS c0 (mm/s) 4.16E6 3.98E6

MG EOS s 1.195 1.58

MG EOS  0 1.63 1.6

Melting Temperature Tm ( °K) 1670

Initial Temperature T0 ( °K) 293 See Table IV-12

Density (kg/mm3) 7.8E-6 8E-6

Poison’s ratio 0.27 0.283

Specific Heat Cv (mm2 / °Ks2) 4.9E+8 4.5E+8 and 7.0E+8

Avg. Asperity Size Ra (um) 2.5 6.1

Asperity Distribution See Figure D-21 N/A

Coefficient of Friction Given by Equation IV-9

Table D-12 3D FE Wear Model Input Parameters
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